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Abstract

Inserts are commonly used to transfer loads to sandwich composite structures.Local stress concentrations due to inserts are known to cause structural failure, and experimental pull-out tests show that the failure load can vary by 20% between batches of sandwich panels. Clearly, uncertainty in the mechanical properties of the constituent materials needs to be addressed in the design and optimization of sandwich panel inserts. In this paper, we explore the utility of reliability analysis in design, applying Monte Carlo sampling, the first order reliability method (FORM), line sampling, and subset simulation to a one-dimensional model of an insert in a homogenized sandwich panel. We observe that for systems with very low failure probabilities, subset simulation is the most efficient method for calculating the probability of structural failure, but in general, Monte Carlo sampling is more effective than the advanced reliability analysis techniques.
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1. Introduction

Sandwich composite panels are used widely in the aerospace and marine industries, and various configurations of inserts are employed to join panels together and to attach external objects [1]. Figure 1 shows an example schematic of an insert. The insert is attached by an adhesive potting compound to a panel consisting of two facesheets and a honeycomb or foam core [2]. While the insert shown in the figure is blind, through the thickness inserts are also common.

![Figure 1: An insert in a sandwich panel.](image)

Inserts act both as localized regions of load application and as stress concentrators [3, 4, 5], and therefore the performance of a sandwich panel is quite sensitive to variations in the material, geometry, and load in the region of the insert [6, 7, 8]. In this paper we explore the use of several reliability analysis techniques to characterize the relationship between the applied load and the probability of structural failure in the presence of parametric uncertainty. In industrial applications, the panel and the insert may be subjected to various types of loads, but here we only consider a load normal to the plane of the panel. Several studies [3, 9, 10] suggest that under these loading conditions, the initial failure event is a debond of the pot-
ting from the core, followed by buckling of the honeycomb and fracture/yield of the facesheets. However, we are unaware of any studies addressing reliability of these structures in the presence of material and geometric variability.

For simplicity and efficiency, we use a one-dimensional axisymmetric model [11] of a sandwich panel in our study. The structure consists of four components: two facesheets, a honeycomb core, and the adhesive potting. It is important to note that though the honeycomb buckles under small loads, the effect of this buckling is not obvious in load-displacement curves from pull-out tests and three-point bend tests [1, 10]. Thus, a single criterion for localized failure is an insufficient indicator of macroscopic failure. Since macroscopic failure is of most interest to design engineers, we consider two multi-component failure criteria. In the first situation, system failure is assumed to have occurred when any two of the structural components satisfy certain failure criteria, and in the second situation, failure occurs when any three components fail.

Sources of uncertainty in the sandwich-insert model include the geometry, the material properties, and the applied loads. A distinction could possibly be made between inherent variability (or aleatoric uncertainty) and reducible uncertainty (or epistemic uncertainty) [12], but for the purpose of this study, all uncertainty is assumed to be due to inherent variability. In the event of improvement in our knowledge of the materials or loads, that new knowledge will change only the expected values and probability distributions that we used to characterize the variability in our reliability analysis. We ignore detailed micromechanical causes of variability and focus only on the macroscopically observable statistics. Normal distributions with assumed standard deviations are used for parameters for which sufficient data are not available.
The simplest method for calculating the probability of failure is Monte Carlo sampling. However, this method is inefficient for situations with low failure probabilities, so several methods, including the First-order reliability method (FORM) [13], line sampling [14], and subset simulation [15] have been developed to reduce the computational cost of determining low probabilities of failure. The principal finding of our work is that for problems with a complex failure sequence and multiple failure regions within the parameter space, subset simulation is the most efficient method for determining the structural reliability at low failure probabilities. However, for failure probabilities of the order typically dealt with by composite designers, none of the advanced reliability analysis methods demonstrate a clear advantage over Monte Carlo sampling.

The paper is organized as follows. In Section 2, we describe the one-dimensional axisymmetric model of a sandwich panel with an insert. Comparisons of the theory with one- and two-dimensional finite element simulations are provided. Reliability theory and various approaches for uncertainty propagation are briefly explained in Section 3. In Section 4, finite element simulations are used to determine the estimated reliability of sandwich composites with inserts for various levels of parameter variability. The results are discussed and conclusions drawn in Section 5.

2. Modeling sandwich panels with inserts

The numerical simulation of sandwich structures containing inserts can be computationally expensive. This is particularly true when the goal is a statistical analysis of the effect of variable input parameters on the response of the structure. Simplified theories of sandwich structures provide an efficient means of reliabil-
ity analysis under these circumstances. Models of sandwich structures can be broadly classified into the following types:

- Single- and multi-layer layer models that do not account for changes in thickness. Such models include first-order linear models [16], higher-order linear models [17], and geometrically-exact nonlinear models [18].

- Single- and multi-layer models that do account for thickness changes. These include linear single-layer models [19, 20, 21], nonlinear single-layer models [22, 23, 24, 25, 26], and linear multi-layer models [11, 27, 28, 29, 30].

Single-layer models attempt to model the mechanics of sandwich panels in a manner similar to beam and plate theory by adding extra degrees of freedom to a single reference surface. Additional effects due to the presence of inserts are difficult to incorporate into such models. Multi-layer models are more convenient when modeling inserts in sandwich panels. Also, changes in panel thickness become important when potted inserts are subjected to pull-out loads. Hence, the linear theory of sandwich panels with inserts proposed by Thomsen et al. [11, 27, 28] appears to be appropriate for a reliability analysis of sandwich panels with inserts. It should be noted that local nonlinear effects (both material and geometric) close to an insert become pronounced as the deformation proceeds. However, in the interest of simplicity, we ignore nonlinear effects in this work.

2.1. The Thomsen model

In the original version of the Thomsen model, plate theory was used to develop three sets of governing equations (for the two facesheets and the core). These equations were coupled through traction and displacement boundary conditions at the interfaces between the facesheets and the core. The resulting system of
first order ordinary differential equations was solved by Thomsen using a multi-
segment finite-difference method. The insert was assumed to be rigid and the
potting around the insert was modeled as a core material. The model was designed
so that both normal and shear pull-out loads could be applied to the insert.

In our work, we have applied the Thomsen approach to an axisymmetric sand-
wich panel with a through-the-thickness insert. Instead of Thomsen’s numerical
method, we have used a considerably simpler finite element approach to discretize
and solve the governing system of ordinary differential equations.

A schematic of an axisymmetric sandwich panel is shown in Figure 2. The
panel has a radius $r_a$ and consists of two facesheets and a core. An adhesive
potting of radius $r_p$ is used to bond a rigid insert of radius $r_i$ to the panel. A vertical
force is applied to the insert in the positive $z$-direction. A clamp is attached to
the panel at a distance $r_c$ from the center to prevent rigid-body motions due to the
applied force. The core thickness is $2c$, the top facesheet thickness is $2f_{\text{top}}$, and the
thickness of the bottom facesheet is $2f_{\text{bot}}$. The extensional and bending stiﬀnesses
of the facesheets are $A_{ij} = 2f C_{ij}$ and $D_{ij} = 2f^3/3C_{ij}$, where $C_{ij}$ ($i, j = 1, 2$)
are components of the stiffness matrix relating the stresses $\sigma_{rr}, \sigma_{\theta\theta}$ to the strains
$\varepsilon_{rr}, \varepsilon_{\theta\theta}$. For the core, the transverse stiffness ($C_{33}$) is defined by the relation $\sigma_{zz} = C_{33} \varepsilon_{zz}$ while the shear compliance ($S_{55}$) is defined by $\varepsilon_{rz} = S_{55} \sigma_{rz}$. The potting
is assumed to have the same behavior as the core, i.e., it is characterized by the
two material constants, $C_{33}$ and $S_{55}$.

A detailed derivation of the equations governing the deformation of the panel
(and their weak forms) can be found elsewhere [31]. A summary of the relevant
equations is given below. Conservation of linear and angular momentum in the
facesheets can be expressed as two equations, one for the balance of stress resul-
Figure 2: The geometry of an axisymmetric sandwich panel with insert and potting.

The balance of stress resultants in the top facesheet leads to the weak form

$$\int_{\Omega_0} \left[ N_{rr}^{top} \frac{d\delta u_{0r}}{dr} + \left\{ N_{\theta\theta}^{top} - s^u \right\} \delta u_{0r} \right] d\Omega_0 = \oint_{\Gamma_0} N_{r}^{top} \delta u_{0r} d\Gamma_0. \quad (1)$$

A similar equation can be found for the bottom facesheet. The mid-surface of the facesheet is assumed to be the reference surface for all calculations in this paper.

In the above equation $\Omega_0$ is the two-dimensional reference surface of the facesheet, $\Gamma_0$ is its one-dimensional boundary, $u_{0r}$ is the radial displacement of points on the reference surface, $N_{rr}, N_{\theta\theta}$ are the radial and circumferential stress resultants in the facesheets, and $N_{r}$ is a boundary force term. The quantity $N_{r}$ is, of course, distinct from $N_{rr}$. A surface traction (at the top of the top facesheet) $s^u$ has also been included in the equation to allow for possible shear loads. The stress resultants are given by

$$N_{rr} = A_{11} u_{0r} + A_{12} u_{0r}/r ; \quad N_{\theta\theta} = A_{12} u_{0r} + A_{11} u_{0r}/r,$$

where $A_{ij}$ are the extensional stiffnesses of the facesheet. Observe the core shear...
stress term ($\sigma_{rz}$) in equation (1). From the point of view of the facesheets, this is the term that couples the facesheets to the core.

A balance of stress moment resultants in the top facesheet can be expressed as

\[
\int_{\Omega_0} \left[ \frac{d^2 \delta w_{0}^{\text{top}}}{dr^2} + \left\{ \frac{M_{\theta\theta}^{\text{top}}}{r} - f^{\text{top}} \left( s^u - \sigma_{rz}^{\text{core}} \right) \right\} \frac{d \delta w_{0}^{\text{top}}}{dr} \right.

\left. - \left\{ \frac{C_{33}^{\text{core}}}{2c} (w_{0}^{\text{top}} - w_{0}^{\text{bot}}) - c \frac{d \sigma_{rz}^{\text{core}}}{dr} - c \frac{\sigma_{rz}^{\text{core}}}{r} \right\} \delta w_{0}^{\text{top}} \right] d\Omega_0

= \oint_{\Gamma_0} \left[ M_{r}^{\text{top}} \frac{d \delta w_{0}^{\text{top}}}{dr} - Q_{z}^{\text{top}} \delta w_{0}^{\text{top}} \right] d\Gamma_0.
\tag{2}
\]

A similar equation can be found for the bottom facesheet. In the above equation $w_0$ is the $z$-direction displacement of the mid-surface of the facesheet and stress moment resultants are given by:

\[
M_{rr} = -D_{11} w_{0,rr} - D_{12} w_{0,r}/r; \quad M_{\theta\theta} = -D_{12} w_{0,rr} - D_{11} w_{0,r}/r,
\]

where $D_{ij}$ are the bending stiffnesses, $M_r$ is a bending moment, and $Q_z$ is a shear force.

Notice that equation (2) contains another coupling term $w_{0}^{\text{bot}}$ in addition to $\sigma_{rz}^{\text{core}}$ which indicates that this equation is coupled both to the core and to the bottom facesheet. Equations (1) and (2) have counterparts when we consider the bottom facesheets and these four coupled equations describe the deformation of the facesheets. We now need an equation that describes the deformation of the core.

Equilibrium of the core in the presence of the two facesheets requires that the
core shear stress satisfies the equation,

\[
\int_{\Omega_0} \left[ \frac{d\sigma_{rz}^{\text{core}}}{dr} \frac{d \delta \sigma_{rz}}{dr} + \frac{1}{r} \left( \sigma_{rz}^{\text{core}} \frac{d \delta \sigma_{rz}}{dr} + \frac{d\sigma_{rz}^{\text{core}}}{dr} \delta \sigma_{rz} \right) + \left\{ \left( \frac{1}{r^2} + \frac{6\sigma_{33}^{\text{core}} c_{55}^{\text{core}}}{c^2} \right) \sigma_{rz}^{\text{core}} \right\} \right] d\Omega_0
\]

\[
- \frac{3\sigma_{33}^{\text{core}}}{2c^3} \left[ u_{0r}^{\text{top}} - u_{0r}^{\text{bot}} + (f^{\text{top}} + c) \frac{dw_0^{\text{top}}}{dr} + (f^{\text{bot}} + c) \frac{dw_0^{\text{bot}}}{dr} \right] \delta \sigma_{rz} d\Omega_0
\]

\[
= \oint_{\Gamma_0} \left( \frac{d\sigma_{rz}^{\text{core}}}{dr} + \frac{\sigma_{rz}^{\text{core}}}{r} \right) \delta \sigma_{rz} d\Gamma_0. \quad (3)
\]

The core shear stress is therefore coupled to the facesheet deformations via the variables \(u_{0r}\) and \(w_0\). Therefore we have a system of five coupled equations, (equations (1) and (2) for both facesheets, and equation (3) for the core), which can be discretized using finite elements. We have solved these equations with the finite element code Comsol\textsuperscript{®}. Quadratic shape functions have been used for the \(u\)-displacement and \(\sigma\)-stress, and cubic Hermite functions for the \(w\)-displacement.

2.2. The insert pull-out test

To simulate a pull-out test, a vertical shear traction is applied to the inner surface of the potting while \(u_r\) at that location is constrained to zero. The shear stress, \(\sigma_{rz}\), is set to zero at the free end of the panel, and the points at which the panel is clamped are constrained such that \(w_0 = 0\). Stability of the solution requires that both the top and the bottom facesheets be clamped. The potting is modelled as a core with properties that are derived from those of the actual potting material. Note that the potting, like the core, is assumed to have no extensional stiffness in the plane of the sandwich panel. There is a discontinuity in material properties at the potting radius \(r_p\), but no special boundary conditions are required for a through insert when the appropriate elements are used. For a part-through (or
potted) insert, special conditions on the displacements are required (for details see [31]). However, we only consider through thickness inserts.

To verify that the one-dimensional model produces reasonable results, it has been compared with a two-dimensional axisymmetric model simulated with the Abaqus® finite element code. Figure 3 shows that the one-dimensional model provides a reasonable estimate of the core shear stress but underestimates the displacement (compared with the two-dimensional model). The sandwich panel geometry and material properties for these calculations can be found in [10]. The stresses in the facesheets are overestimated while those in the potting are underestimated by the one-dimensional model and, partly due to the small displacements and the linear nature of the model, the potting is never observed to fail in our simulations. However, we ignore these issues in this work and focus on the computation of reliability.

Figure 3: Comparisons between one-dimensional (solid) and two-dimensional models (dotted).
2.3. System failure

The reliability estimates that we seek require the determination of a global failure surface for the model. There are four components in the structure that can fail at different loads; the two facesheets, the core, and the potting. One could take the failure load to be the smallest load at which any of these components fail. In fact, simulations of detailed honeycomb sandwich panels under pull-out loads show that the core buckles at relatively small loads (see Figure 4 for an example of localized buckling at loads less than 1 kN). But load-deflection curves from the same simulations do not indicate any deviation from linearity at these loads, let alone failure. Therefore, a global failure surface constructed on the basis of the “first component to fail” may not be ideal for reliability analyses of sandwich composites.

![Figure 4: Localized buckling of the core in an aluminum honeycomb sandwich panel with an insert under pull-out load.](image)

The procedure that we use to populate the global failure surface is as follows. A pull-out load is applied to the one-dimensional finite element model. The core
and potting stresses ($\sigma_{rz}, \sigma_{zz}$) and the facesheet stresses ($\sigma_{rr}, \sigma_{\theta\theta}$) are computed at each element. The stress in each of these elements is identified and fed into the failure criterion appropriate for the component to which the element belongs.

In this study, von Mises failure criteria (Tsai-Wu criterion with isotropic properties) have been used for the aluminum facesheets and the potting. The yield stresses for these materials have been obtained from [10]. Compressive (buckling) and shear failure stresses in the aluminum honeycomb have been calculated using the formulae in Gibson and Ashby ([32], p. 171). A quadratic core collapse criterion that uses the compressive and shear stresses in the core has been used to flag failure of the honeycomb [33].

The global failure surface is not populated if we observe failure in only one component. If more than one component appears to have failed, we explore two options. The first option is designated “two-component failure” and the structure is assumed to have failed when at least two failure criteria have been exceeded. The second option is designated “three-component failure”. In this case, the failure of at least three components is sought before we populate the failure surface. This approach leads to performance functions that do not necessarily have a high degree of smoothness and is useful for examining the strengths and weaknesses of various techniques of reliability analysis.

3. Reliability Analysis

A reliability analysis determines the relationship between the model parameters, $\theta$, a $d$-dimensional vector with known input probability distributions, and $p_f$, the probability of structural failure. If $g(\theta)$ is a $C^0$ continuous performance function constructed such that $g(\theta) \leq 0$ when $\theta$ lies in the failure domain and
\( g(\theta) > 0 \) in the safe domain, \( p_f \) can be defined as:

\[
p_f = \int_{g(\theta) \leq 0} h(\theta) \, d\theta = \int_{\mathbb{R}^d} 1_F(\theta) h(\theta) \, d\theta,
\]

(4)

where \( h(\theta) \) is the joint probability density function of the parameters and \( 1_F(\theta) \) is an indicator function (equal to one in the failure region and zero elsewhere). For independent and identically distributed (i.i.d.) parameters, the joint probability density function can be calculated using

\[
h(\theta) = \prod_{i=1}^{d} \phi(\theta_i), \quad \text{with} \quad \phi(\theta) = \frac{1}{\sqrt{2\pi}} e^{-\theta^2/2}
\]

(5)

where \( \phi \) is the standard normal probability density function (p.d.f.). Correlated variables can be converted into an independent set using classical techniques such as the Nataf transformation. Also, parameters that are not identically distributed can be usually be transformed and normalized. Therefore, conversion of a non-i.i.d set of parameters into a set that satisfies equation (5) simplifies the analysis considerably. However, the performance function \( g(\theta) \) is rarely known explicitly and typically must be evaluated at individual points in the design space.

The simplest and most reliable method for computing \( p_f \) is Monte Carlo sampling (MCS) in which \( N \) realisations of \( \theta \) are generated and an estimator, \( \bar{p}_f = \frac{1}{N} \sum_{i=1}^{N} 1_F(\theta_i) \), for the failure probability is computed. If the samples are drawn from the full domain of parameter space, the expression for the coefficient of variation (CoV) of the Monte Carlo estimator is given by \( \delta_{\text{MC}} = \sqrt{(1-p_f)/p_f N} \).

This expression indicates that in order to achieve a 10% CoV, approximately \( 100/p_f \) samples must be evaluated. Multiple performance function evaluations are computationally expensive, so a variety of techniques have been developed to minimize the required number of simulations.
The First Order Reliability Method (FORM) [13] is based on the linearization of the failure surface at the “design point”, or the most likely point of failure. Each component of the parameter vector $\theta$ is transformed such that $\hat{\theta} = \hat{T}(\theta)$ is in standard normal space. The performance function is transformed as well, so that $\hat{g}(\theta) = g(\hat{T}(\theta))$. The design point is defined as the point $\hat{\theta}^*$ on the failure surface that lies closest to the origin. The failure surface is then approximated as a plane passing through this design point, and the failure probability is given by $p_f = \Phi(\hat{\beta})$ where $\hat{\beta} = \|\hat{\theta}^*\|$ and $\Phi$ is the standard normal cumulative distribution function (c.d.f.). For many problems, particularly those with relatively few input parameters and an approximately linear failure surface, FORM is the most efficient method for calculating the failure probability. But finding the design point becomes expensive if there are a large number of parameters. Also, it is not possible to estimate the accuracy of the result without employing an additional method such as MCS.

Line sampling [14, 34] is a variance reduction technique, meaning it is designed so that the coefficient of variation (CoV), $\delta_{LS}$, of the resulting estimator $\bar{p}_f$ is smaller than $\delta_{MC}$. The key idea behind line sampling is to reduce the dimension of the problem, and let the failure surface be a function of $d - 1$ parameters, so that one parameter, $\theta_1 = g_{-1}(\theta_{-1})$, is on the failure surface and the reduced parameter set is $\theta_{-1} = \{\theta_2, ..., \theta_d\}$. Like FORM, line sampling requires that $\theta$ be transformed into standard normal space, and the normalized joint probability density function is given by

$$\hat{h}(\hat{\theta}) = \prod_{i=1}^{d} \phi(\hat{\theta}_i).$$

The quantity $\hat{\theta}_1 = \hat{g}_{-1}(\hat{\theta}_{-1})$ is the height of the failure surface at $\hat{\theta}_{-1}$ in the rotated
coordinate system \((\hat{\theta}_1, \hat{\theta}_1)\). It can be shown that (see [14]) the probability of failure is equal to the expectation of the random variable \(\Phi(\hat{g}_{\theta-1})\). A Monte Carlo estimate of \(p_f\) is

\[
\hat{p}_f = \frac{1}{N} \sum_{i=1}^{N} \Phi(\hat{g}_{\theta-1}^{(i)}) .
\] 

(6)

where \(\Phi\) is the standard normal cumulative distribution function. Unlike FORM, it is possible to analytically estimate the accuracy of the \(\hat{p}_f\) computed using line sampling. The variance of the estimator is given by:

\[
\text{Var}[\hat{p}_f] = \frac{1}{N} \text{Var}[\Phi(\hat{g}_{\theta-1})] .
\] 

(7)

While the CoV of the line sampling estimator, \(\delta_{LS}\) depends on the choice of search direction \(\hat{\theta}_1\), it is always less than or equal to \(\delta_{MC}\).

Subset simulation [15] is another variance reduction technique, but rather than dimensional reduction, it employs conditional probability to reduce the variance of the estimator for \(p_f\). Subset simulation is based on the fact that the probability of a rare failure event can be expressed as the product of the probabilities of more frequent intermediate events. For example, given a failure event \(F\), let \(F_1 \subset F_2 \subset \ldots \subset F_m = F\) be a decreasing sequence of failure events. Using the definition of conditional probability, the probability of failure is given by:

\[
p_f = P(F_m) = P\left(\bigcap_{i=1}^{m} F_i\right) = P(F_1) \prod_{i=1}^{m-1} P(F_i|F_{i-1}) .
\] 

(8)

The key to the implementation of subset simulation is the ability to generate samples according to the conditional distribution of \(\theta\) given that it lies in \(F_i\). Markov chain Monte Carlo simulation is an efficient method for generating samples according to an arbitrary distribution, and in this case, a modified Metropolis algorithm is used to generate a Markov chain with the stationary distribution \(q(\cdot|F_i)\).
This algorithm is described in Appendix A. As with line sampling, the coefficient of variation of the estimator generated by subset simulation can be calculated directly, and the details of this calculation can be found in [15].

4. Results

In the previous section we have seen that MCS is expensive if the desired $p_f$ is small. Hundreds, or even thousands, of Monte Carlo simulations may be needed before we can be confident that a structure will not fail at given load. This is the primary reason for the lack of penetration of reliability analysis in the routine design of sandwich composite structures. We have also examined a few methods that have been developed in recent years with the aim of reducing the number of simulations needed. Can these advanced techniques be employed to reduce the number of simulations needed for an accurate analysis of the reliability of sandwich composites? The results in this section suggest that, in general, the answer is no.

To evaluate the performance of each technique, the probability of failure of a sandwich composite with an insert was computed over a range of applied loads, and calculated failure probabilities, coefficients of variation, and iteration counts for the four techniques were then compared for each load. Two methods of determining global failure were examined, two-component failure and three-component failure, as discussed in Section 2.3.

4.1. Input statistics and sensitivity

The sandwich panel geometry and material properties were obtained from [10]. The input parameter vector, $\theta$, consisted of 19 parameters describing the geometry, stiffnesses, and failure stresses. The geometric parameters were $r_a$, $r_c$, $r_p$, $r_d$, $r_e$, $r_f$, $r_g$, $r_h$, $r_i$, $r_j$, $r_k$, $r_l$, $r_m$, $r_n$, $r_o$, $r_p$, $r_q$, $r_r$, $r_s$, $r_t$, $r_u$, $r_v$, $r_w$, $r_x$, $r_y$, $r_z$. 
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Table 1: Mean values of the parameters that compose the vector $\theta$.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Stiffness</th>
<th>Failure Stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_a$ 40 mm</td>
<td>$C_{11}^{\text{face}}$ 110 GPa</td>
<td>$\sigma_y^\text{pot}$ 40 MPa</td>
</tr>
<tr>
<td>$r_c$ 35 mm</td>
<td>$C_{12}^{\text{face}}$ 53 GPa</td>
<td>$\sigma_f^\text{core}$ 14 MPa</td>
</tr>
<tr>
<td>$r_p$ 15 mm</td>
<td>$C_{22}^{\text{face}}$ 53 GPa</td>
<td>$\tau_f^\text{core}$ 0.18 MPa</td>
</tr>
<tr>
<td>$r_i$ 5 mm</td>
<td>$C_{33}^{\text{core}}$ 2.2 GPa</td>
<td>$\sigma_t^\text{face}$ 400 MPa</td>
</tr>
<tr>
<td>$f$ 0.5 mm</td>
<td>$C_{55}^{\text{core}}$ 610 MPa</td>
<td>$\sigma_c^\text{face}$ 400 MPa</td>
</tr>
<tr>
<td>$c$ 19 mm</td>
<td>$C_{33}^{\text{pot}}$ 3.4 GPa</td>
<td>$\sigma_b^\text{face}$ 400 MPa</td>
</tr>
<tr>
<td></td>
<td>$C_{55}^{\text{pot}}$ 1.9 GPa</td>
<td></td>
</tr>
</tbody>
</table>

$r_i$, $f$, and $c$ (see Figure 2); the stiffness parameters were $C_{11}^{\text{face}}$, $C_{12}^{\text{face}}$, $C_{22}^{\text{face}}$, $C_{33}^{\text{core}}$, $C_{55}^{\text{core}}$, $C_{33}^{\text{pot}}$, and $C_{55}^{\text{pot}}$, and the failure stress parameters were the yield stress of the potting ($\sigma_y^\text{pot}$), the normal and shear failure stresses in the core ($\sigma_f^\text{core}$, $\tau_f^\text{core}$), the uniaxial tensile and compressive failure stresses ($\sigma_t^\text{face}$, $\sigma_c^\text{face}$) and the biaxial tensile failure stress ($\sigma_b^\text{face}$) in the facesheets.

Each parameter was assigned a Gaussian distribution with mean values given in Table 1. The CoVs were 0.01 for $r_a, r_c, f, c$; 0.1 for $r_p$; 0.02 for $r_i$; 0.1 for the potting stiffness; 0.01 for the facesheet stiffness; 0.2 for the core stiffness; 0.1 for the potting and core failure stress; and 0.05 for the facesheet failure stress. Note that these estimates of variability are probably more appropriate for fiber-reinforced polymer/Nomex honeycomb core sandwich composites than for aluminum-aluminum sandwich panels.

The assumed values of the CoVs are worth examination. In most marine and aerospace sandwich structures, the thicknesses of the facesheet and the core are tightly controlled and a global variability of 1-2% is observed. Our simulations
model a standard insert pull-out test for which the radius of the panel and the radius of the clamped region are also tightly specified. There is less control over the radius of the insert, but the variability can still be assumed to be quite small. However, the effective radius of the adhesive potting can change dramatically depending on the location of the insert relative to the honeycomb geometry; a 10-20% difference between two samples is quite routine. The facesheet stiffness varies little between samples, especially if the facesheet is thin. On the other hand, we have found that the core stiffness can be significantly different from sample to sample because it depends strongly on the geometry of the honeycomb. This is even more so when we consider foam cores. The stiffness of the potting is affected by the presence of voids. The 10% variability that we have assumed attempts to take the effect of gas pockets into account. The variability in the failure stress of the potting does not take voids into consideration and hence is lower than that for the potting stiffness. The core failure stress is dominated by localized buckling and tensile failure and the variation is less than that of the core stiffness, which is a global quantity. The variation in the facesheet failure stress is usually quite small for thin facesheets. However, larger CoVs should be used for thick facesheets.

It is implicit in the above that the parameters are independent. However, there is a correlation between the geometry of the honeycomb and its stiffness and strength properties. Simplified models, such as those discussed in [32], can be used to reduce the number of independent variables. The resulting expressions, though exact, can be quite involved. If enough experimental data is available on the distributions of the parameters, correlations may be computed and the vector $\theta$ can be transformed into an independent set using classical transformations.

A sensitivity analysis can also be used to reduce the length of the vector $\theta$. We
Figure 5: Rosette plots showing the sensitivity of global failure to the input parameters at a load where the probability of failure is $\sim 50\%$. The plot on left is for two-component failure and that on the right is for three-component failure. Only parameters with a sensitivity index greater than 0.01 are labelled.

have not used sensitivity information for the reliability calculations in this work. However, for completeness, we have calculated, using Sobol’s Method [35], the total global sensitivity indices for each of the input variables. In order to best identify the factors that determine structural failure, these analyses were carried out at loads where the probability of failure is near 50\%: 3.25 kN for the two-component failure model and 3.55 kN for the three-component failure model. The rosette plots in Figure 5 indicate which of the input parameters have the largest impact for the two- and three-component cases. Our calculations with the Thomsen model suggest that the critical mode in both cases is the failure of one or both facesheets and it is not surprising that the most critical parameters are the facesheet failure strengths. The parameters that govern the shear stiffness of the core, $C_{55}^{core}$ and $c$ play a large role as well, as these determine how much of the pullout load must be carried by the facesheets.
4.2. Reliability: Two-component failure

For the “two-component failure” case, we find that the structure has the possibility of failure at loads greater than 2.5 kN; and it is guaranteed to fail at loads greater than 4 kN. Figure 6 shows the failure probabilities at each load, on both a linear and a log scale. Note that the failure loads are considerably lower than the $\sim 5$ kN observed in experiments. The discrepancy is partly due to the excessively stiff response of the panel because geometric nonlinearities and localized material nonlinearities have not be taken into account. We will not pursue these reasons further in this paper because they involve the accuracy of the model rather than the accuracy of the reliability calculations. As shown in Figure 6, both the subset simulation and FORM results agree well with MCS for low ($<1\%$) failure probabilities, but only subset simulation provides an accurate estimate of $p_f$ over the entire range of applied loads. Line sampling severely underestimates the probability of failure at low loads, and FORM did not converge for loads above 3.4
The shape of the failure surface is responsible for the poor results generated by line sampling and FORM. In our model the core always fails first. But the second component to fail can be either the top or bottom face sheet, depending on the input parameters. The FORM fails to converge at high loads because the optimization algorithm fails to deal with a ridge in the performance function due to the transition from one failure mode to the other. Similarly, at low loads, the line sampling algorithm appears to capture only a single mode of failure, and therefore overestimates the reliability of the structure. Because subset simulation does not rely on a directional vector in parameter space or an optimisation procedure, it is unaffected by the shape of the failure surface. However, as shown in Figure 7, while the number of subset simulation iterations is lower than the number Monte Carlo iterations, the computed CoVs show that MCS is more accurate.

Because both the number of simulations and the CoVs for the two methods vary,
it is difficult to directly compare their efficiency. However, this can be addressed by calculating the number of Monte Carlo samples necessary to generate the CoV associated with subset simulation for each load case:

\[ N_t = \frac{1 - p_f}{p_f \delta_{SS}^2}. \]

Here, \( \delta_{SS} \) is the CoV of the subset simulation estimate. Figure 8 shows the number of iterations performed in each subset simulation analysis as well as the number of Monte Carlo samples that would be required to achieve the same CoV. This clearly shows that \textit{MCS would be more efficient} in all cases where the probability of failure was greater than \( 5 \times 10^{-3} \).

4.3. \textit{Reliability: Three-component failure}

The second reliability analysis considers the situation where global failure of the sandwich panel occurs when at least \textit{three} of the constituent components have met their failure criteria. Using this definition of failure, the relevant range of
failure loads was found to be from 2.9 kN to 4.3 kN. The failure probabilities in this range are shown in Figure 9. Because it was established in Section 4.3 that MCS is the most efficient method for high failure probabilities, subset simulation and line sampling were not performed for loads greater than 3.7 kN. In addition, no results are given for FORM because the method did not converge to a solution at the relevant loads. In this case, the line sampling algorithm deals with the shape of the failure surface more effectively and is reasonably accurate even for low failure probabilities.

The number of iterations and coefficients of variation for three-component failure are given in Figure 10. As in the prior case, MCS requires the greatest number of iterations, but also provides the most accurate estimate. Subset simulation is once again much more accurate than line sampling at low loads.

Using the technique described in Section 4.3, the required MCS iteration count was calculated for comparison with the subset simulation analysis. As shown
Figure 10: Number of simulations and coefficient of variations for MCS and subset simulation for three-component failure.

Figure 11: Comparison of the efficiencies of subset sampling and Monte Carlo for three-component failure.

in Figure 11, MCS again outperforms the variance reduction method for failure probabilities above about $5 \times 10^{-3}$. However, for much lower failure probabilities, subset simulation reduces the number of required iterations by approximately nine times.
4.4. Failure Probability Distribution

To better understand the results of the reliability analyses, the failure probability curves were compared to a variety of distributions, including the normal, lognormal, Weibull, and Gumbel distributions. The normal and lognormal distributions did not fit either reliability analysis, but the two-component failure model fit a Weibull distribution, and the three-component model fit a Gumbel distribution as can be seen in Figure 12. In order to make the distinction between the two distributions obvious the results have been plotted in transformed space so that the simulated data lie approximately on a straight line. The fitted equations and the coordinate transformations are given in Appendix B. Using the fitted distribution, the average load for two-component failure is \(~3.3\) kN with a standard deviation of \(~0.2\) kN; for three component failure the load is \(~3.6\) kN with a standard deviation of \(~0.3\) kN.

In our model, the probability of overall structural failure is determined primar-
ily by facesheet failure, due to the fact that the core and the potting fail at very low and very high loads, respectively. Therefore, in the two component case, structural failure occurs when at least one facesheet fails (the minimum of the two criteria), and in the three component case, failure occurs when both facesheets fail (the maximum). Because a stress based reliability analysis captures the maximum values of the failure criteria within each component, the distribution of failure loads is typically described by an extreme value distribution. The Weibull distribution describes the distribution of the minimum of a set of extreme values, and the Gumbel distribution describes the maximum of a set of extreme values, so the results given above are reasonable.

5. Discussion and Conclusions

This study has shown that in certain circumstances, variance reduction methods may be useful for reducing the amount of computational effort required for the reliability analysis of a composite sandwich structure. When the probability of failure is anticipated to be below about 0.1%, subset simulation provides a significant reduction in the number of required structural evaluations while maintaining the flexibility associated with MCS. Line sampling and FORM are not as effective for problems in composites due to the fact that they do not deal effectively with multiple failure modes. There are some special situations, particularly for non-critical inserts in marine composites, where relatively large failure probabilities in the range of 0.5% to 5% are acceptable. This study has shown that none of the available reliability analysis techniques can improve upon MCS in this range. For lower failure probabilities, though subset simulation provides a stable and more efficient alternative, the required number of simulations continues to be in
the thousands. The implication of this result is that accurate characterisation of the reliability of composite structures will require either parallel computers capable of carrying out thousands of detailed simulations in a short period of time or the development of reduced-order models that capture the important facets of the behavior of the structure.
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Glossary

\[ p_f \] probability of failure
\[ CoV \] coefficient of variation
\[ r_i \] radius of insert
\[ r_p \] radius of potting
\[ r_c \] radius of clamped region
\[ r_a \] radius of panel
\[ 2c \] core thickness
\[ 2f \] facesheet thickness
\[ C_{ij} \] elastic stiffness of facesheet
\[ C_{33} \] elastic transverse stiffness of core/potting
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$C_{33}$ elastic shear stiffness of core/potting
$S_{55}$ elastic shear compliance of core/potting
$A_{ij}$ extensional stiffness of facesheet
$D_{ij}$ bending stiffness of facesheet
$\sigma_{rr}$ radial stress
$\sigma_{\theta\theta}$ circumferential stress
$\sigma_{rz}$ transverse shear stress
$\sigma_{zz}$ transverse normal stress
$\varepsilon_{rr}$ radial strain
$\varepsilon_{\theta\theta}$ circumferential strain
$\varepsilon_{rz}$ transverse shear strain
$\Omega_0$ reference surface of facesheet
$\Gamma_0$ boundary of reference surface
$N_{rr}$ radial stress resultant
$N_{\theta\theta}$ circumferential stress resultant
$u_{0r}$ radial displacement
$s$ external shear traction
$N_r$ external normal force on $\Gamma_0$
$M_r$ external moment on $\Gamma_0$
$Q_z$ external shear force on $\Gamma_0$
$M_{rr}$ radial stress moment resultant
$M_{\theta\theta}$ circumferential stress moment resultant
$w_0$ out-of-plane displacement
$\theta$ vector of uncertain parameters
$\hat{\theta}$ normalized vector of uncertain parameters
\[ g(\theta) \] performance function
\[ h_i(\theta) \] joint probability density function
\[ F \] failure event
\[ \sigma_y \] yield stress
\[ \sigma_f \] normal stress at failure
\[ \tau_f \] shear stress at failure
\[ \sigma_t \] uniaxial tensile stress at failure
\[ \sigma_c \] uniaxial compressive stress at failure
\[ \sigma_c \] biaxial tensile stress at failure
\[ \Phi \] standard normal cumulative distribution function
\[ \phi \] standard normal probability density function
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Appendix A. Subset simulation implementation details

Appendix A.1. Markov Chain Monte Carlo

The key to the implementation of subset simulation is the ability to generate samples according to the conditional distribution of $\theta$ given that it lies in $F_i$: $q(\theta|F_i) = q(\theta)1_{F_i(\theta)}/P(F_i)$. Markov-chain Monte Carlo simulation is an efficient method for generating samples according to an arbitrary distribution. In our work, a modified Metropolis algorithm is used to generate a Markov chain with the stationary distribution $q(\cdot|F_i)$. The modified Metropolis algorithm is a two step process for generating additional samples, and relies on a “proposal PDF”, $p^*_j(\xi_j|\theta_j)$ for generating samples around each component of $\theta$. The proposal PDF is a one dimensional PDF centered at $\theta_j$ with the symmetry property $p^*_j(\xi_j|\theta_j) = p^*_j(\theta_j|\xi_j)$. In this study, $p^*_j$ is chosen as the uniform distribution with a width of one standard deviation.

Appendix A.2. Intermediate Failure Events

The second key implementation detail is the choice of the intermediate failure events $F_1, \ldots, F_{m-1}$. While it is possible to choose the conditional failure values $g_i$ a priori, the implementation of the method is more straightforward if the $g_i$ are chosen adaptively so that the conditional probabilities are equal to a fixed value $p_0$. This is accomplished by choosing $g_i$ as the $(1 - p_0)N$th largest value from $g(\theta_i^{(k)}) : k = 1, \ldots, N$. The conditional probability $p_0$ is chosen to reflect a balance between the number of required conditional levels and the number of

samples per level. Here, a value of 0.2 has been chosen for low loads, and 0.5 has been used at higher loads.

Appendix B. Weibull and Gumbel distributions and transformations

The distributions fitted to the results of the Monte Carlo simulations of the two- and three-component failure models (see Figure 12) were:

\[ p_f(x) \approx 1 - e^{-(x/\lambda)^k} = 1 - e^{-(x/3380)^{18}} \quad \text{Two-component failure,} \]
\[ p_f(x) \approx e^{-(x-\mu)/\beta} = e^{-(x-3490)/209} \quad \text{Three-component failure.} \]

The Weibull distribution is defined by the cumulative distribution function:

\[ p_w(x) = 1 - e^{-(x/\lambda)^k}. \]

Let the transformation \( T_w \) be defined as \( T_w(f) = \log[-\log(1-f)] \), and let \( \tilde{x} = \log x \). Applying \( T_w \) to \( p_w(\tilde{x}) \) gives:

\[ T_w[p_w(\tilde{x})] = \log[-\log(e^{-(\exp\tilde{x}/\lambda)^k})] = k\tilde{x} - k\log\lambda, \]

so a plot of \( \tilde{x} = \log x \) versus \( T_w(p_w) \) is a straight line. Similarly, the Gumbel distribution is defined by the c.d.f:

\[ p_g(x) = e^{-e^{-(x-\mu)/\beta}}. \]

Applying the transformation \( T_g(f) = -\log(-\log f) \) to \( p_g \) gives:

\[ T_g[p_g(x)] = -\log[-\log(e^{-(x-\mu)/\beta})] = \frac{1}{\beta}x - \frac{\mu}{\beta}, \]

so \( x \) versus \( T_g(p_g(x)) \) is a line. The transformations \( T_w \) and \( T_g \) were used to create the plots shown in Figure 12.