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a b s t r a c t 

Combined effects of the cooling rate, alloy composition, and crystal-melt (CM) interfacial anisotropy on 

solidification of Al-Cu alloys are studied by integrating molecular dynamics and phase-field simulations. 

Capillary fluctuation method is used to determine the CM interfacial energy properties by molecular 

dynamics simulations for alloys ranging from 3 to 11 at% Cu. While the average CM interfacial energy 

decreases with increasing Cu content, its anisotropy does not present a clear trend with composition 

change. Primary and secondary dendrite arm spacings as well as θ-phase fraction are calculated by phase- 

field simulations, and validated against experimental measurements and analytical solutions at cooling 

rates ranging from 1 to 1250 K/s. Results show that the θ-phase fraction decreases with increasing the 

cooling rate, and this reduction is more drastic in alloys with a higher Cu content. Also, the microstruc- 

ture features are influenced by the growth dynamics, where seaweed structure formation results in a 

more homogenous distribution of θ-phase and a finer microstructure. The effects of temperature gradi- 

ent, Cu concentration gradient, and interfacial energy properties on the dendritic growth morphology of 

Al-Cu alloys are summarized by a map of supercooling versus the CM interfacial anisotropy to predict 

pattern formation. The results show that, irrespective of Cu content and cooling rate, the seaweed struc- 

ture formation is halted at CM interfacial anisotropies larger than 0.005. As the anisotropy decreases, 

different seaweed structures can form regarding the constitutional supercooling. At low anisotropies (Al- 

3 and Al-8.4 at% Cu) and low supercooling (Al-3 at% Cu) fractal or degenerate seaweed is dominant while 

at high supercooling (Al-8.4 at% Cu) compact seaweed forms. This difference in supercooling stems from 

different solute atom transport rates. 

© 2022 The Author(s). Published by Elsevier Ltd on behalf of Acta Materialia Inc. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 

1

r

m

w

t

s

b

a

t

a

s

c

a

g

i

s

[

i

c

d

w

s

i

a

l

h

1

(

. Introduction 

The crystal-melt (CM) interfacial energy is an intrinsic mate- 

ial property that plays a critical role in solidification pattern for- 

ation [1] . It influences the solidification microstructures in two 

ays; first, dendrites grow during solidification along the direc- 

ions with the highest CM interfacial energy, and second, the in- 

tability of interface affecting the dendrite patterns, is controlled 

y the CM interfacial energy [2–4] . The CM interface energy has 

n anisotropic nature with respect to the crystallographic direc- 

ions. Despite the unknown atomistic origin of interfacial energy 

nisotropy, the anisotropy is very small for most alloys which re- 

ults in a negligible change in the interfacial energy in different 

rystallographic directions [1] . However, it governs the nucleation 
∗ Corresponding author. 
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nd growth kinetics [5–7] , morphology [8–10] , and crystallographic 

rowth direction of the dendrites [11] . 

The instability of CM interface, which is influenced by the CM 

nterfacial energy, controls microstructure evolution, dendrite arm 

pacing, and microsegregation patterns [3] . Coriell and Sekerka 

12] added surface tension and surface kinetic anisotropy effects 

nto the perturbation linear stability analysis and showed that the 

apillary term, that contributes in interface stability, is direction 

ependent [ 9 , 13 , 14 ]. Trivedi [15] compared experimental results 

ith linear and weakly nonlinear analyses of the planar interface 

tability and showed that when a material is directionally solid- 

fied beyond the threshold of planar stability condition [16] , the 

nisotropy of interface properties not only affects the planar to cel- 

ular and cellular to dendritic transitions, but also causes tilting of 

ells and dendrites against the heat flow direction [17–19] . 

Besides dendritic microstructures, diverse types of morpholo- 

ies can be formed during solidification of metallic alloys, includ- 

ng seaweed, dense-branched, fractal-like, and variations between 

hese patterns [20–24] . These morphologies may result from in- 
nc. This is an open access article under the CC BY license 
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eractive effects of thermal diffusion, mass diffusion, and inher- 

nt interfacial anisotropy on interface stability [ 22 , 25 , 26 ]. Exper-

mental work performed by Akamatsu et al. on transparent al- 

oys [ 22 , 26 ] showed that the stability of dendritic patterns greatly 

epends on the strength of interfacial energy anisotropy. They 

roved that for crystal orientations corresponding to low interfa- 

ial anisotropy, dendritic pattern is unstable and seaweed struc- 

ure forms. Numerical studies [ 21 , 27 ] confirmed these results and 

roved sidebranching takes place for vanishing anisotropy which 

esults in seaweed structure formation. Recent phase-field simu- 

ations show occurrence of transitions between solidification pat- 

erns by changing the chemical compositions and processing con- 

itions [ 28–30 ]. Amoorezaei et al. [31] showed that in a direc- 

ionally solidified Mg alloy with low interfacial energy anisotropy, 

ny change in processing condition considerably alters the solidi- 

cation morphology. Their results indicated that at a low pulling 

elocity, seaweed structure is dominant, while at an increasing 

ulling velocity compacted seaweed is the main morphology. In 

nother study, Xing et al. [32] investigated the dynamics of grow- 

ng dendrites and showed that the seaweed is the dominant mor- 

hology at weaker interfacial energy anisotropies, lower pulling ve- 

ocities, and higher thermal gradients. It is believed that the insta- 

ility at the tips, which stems from low surface energy anisotropy, 

s responsible for the formation of such a morphology [ 33 , 34 ].

hen et al. [35] showed that tip splitting takes place during the so- 

idification of Al-4 wt% Cu with low interfacial energy anisotropy, 

hich leads to seaweed structure. They argued that the seaweed 

egime is formed by morphological instability occurring when the 

ell/dendrite tip becomes too wide. 

Despite their importance in predicting the microstructure, ex- 

erimental measurements of the CM interfacial free energy and the 

nisotropy terms are very challenging and often not possible [36] . 

ecause of the recent availability of reliable embedded interatomic 

otentials for metals, molecular dynamics (MD) has become a pop- 

lar method for calculating the CM interface free energy. Among 

he two well-known methods, namely Cleavage [37] and the cap- 

llary fluctuation method (CFM) [38] , the latter results in a more 

ccurate anisotropy parameter calculations, which is used in this 

tudy. CFM has been extensively used for interface energy calcula- 

ions of metals [39–44] , compounds [45] , and binary alloys [ 46 , 47 ].

The interface energy for an alloy depends on the working tem- 

erature and alloy composition. There are different MD simulations 

hat discuss how the change in chemical composition alters the 

nterface free energy and its anisotropy. Becker et al. [48] used 

FM to show that the CM interface energy in Ni-5at%Cu alloy is 

.4% less than pure Ni. Furthermore, the addition of 5 at% Cu de- 

reases δ1 (Fourfold anisotropy parameter) from 0.09 to 0.072 and 

ncreases δ2 (Six-fold anisotropy parameter) from −0.011 to −0.007 

49] . Potter and Hoyt [50] applied the CFM to the Cu-rich Cu–Ag–

u system; they indicated that species with a high enthalpy of 

ixing tend to destabilize the dendrites growing in the 〈 100 〉 di- 

ection and promote a transition to the growth of hyper-branched 

nd 〈 110 〉 –oriented dendrites. Kavousi et al. performed integerated 

D and phase-field modeling of solidification highlighting how the 

orking temperature affects the competition between solidifica- 

ion kinetics and capillary anisotropy on the pattern selection [ 28 ]. 

Some studies support the computationally-predicted change in 

he interface free energy and the corresponding anisotropy due to 

he change in alloy composition. Using experimental observation 

51] and phase-field modeling [52] , it was shown that in Al-Zn 

lloys ( Zn < 25 wt%) with high values of ε1 (four-fold anisotropy 

arameter) and low values of | ε2 | (six-fold anisotropy parameter), 

 100 〉 -oriented dendrites are dominant. When Zn concentration is 

ore than 55 wt%, the value of ε1 is low and the absolute value 

f ε2 is high. Under this condition, 〈 110 〉 is found to be the favor-

ble growth direction. In the intermediate regions, surface energy 
2 
nisotropy becomes very small and leads to the formation of sea- 

eed structures or hyper-branched dendrites [53] . The same be- 

avior was observed in Al-Ge system, where at Ge less than 20 

t% dendrite grows along 〈 100 〉 direction, and when Ge is more 

han 46 wt%, 〈 110 〉 is dominant growth direction [54] . Recently, 

ang et al. [1] showed that in Al-Sm alloy system, increasing 

m content drastically reduces anisotropy strength while increas- 

ng the average interface energy ( γ0 ). The aforementioned studies 

ndicate that chemical composition is the main factor that controls 

M interfacial energy and its anisotropy. Also, it was shown that 

ince the equilibrium composition at CM interface changes by tem- 

erature, its energy and anisotropy are functions of temperature 

55–57] . 

While the impact of CM interfacial anisotropy on the orienta- 

ion selection and the interface stability is well established, there 

s a gap in the literature regarding its influence on the final 

hase fractions, arm spacing, and microsegregation. Furthermore, 

he combined effects of the CM interfacial anisotropy and alloying 

lement content on growth dynamics are not well-understood. In 

his work, we performed an atomistic-informed phase-field study 

o investigate the microstructure evolution during solidification of 

l-Cu binary alloys under different solidification conditions. First, 

D simulations are performed to reveal the relationship between 

M interfacial energy properties and Cu content. Subsequently, a 

ulti-phase field model is utilized to explore how Cu concentra- 

ion gradient ahead of growing dendrite ( G c ) and CM interfacial 

nisotropy collaborate to generate different solidification patterns 

nd consequently different solidification features, such as dendrite 

rm spacings, and θ-phase fraction and distribution. The simula- 

ion results are validated by comparison to experimental measure- 

ents and analytical solutions in a wide range of cooling rates 

rom 1 to 1250 K/s. 

. Computational models and simulation procedures 

We use multi-phase field modeling to study microstructure evo- 

ution and pattern formation during solidification of different com- 

ositions of Al-Cu binary system. MD simulations were completed 

o determine the CM interface energy and its anisotropy for differ- 

nt compositions. 

.1. Molecular dynamic simulations 

In CFM [38] , the interface stiffness is obtained based on the in- 

erface’s fluctuation amplitude, cross-section, and target tempera- 

ure. Fig. 1 (a) demonstrates a snapshot of the simulation system. 

he simulation system contains the coexistence of solid-and liquid, 

here the central part is in the liquid phase, and the CM inter- 

ace normal is considered parallel to the z-direction. The interface 

s quasi-two dimensional (2D), where the interface width along 

-direction, b, is much shorter than its length along x-direction, 

. The simulation size along z-direction is considered very large 

o avoid any interactions between the interfaces. The position of 

toms located at the CM interface, as represented by orange color 

n Fig. 1 (a), is used to determine the position of interface, p(x ) ,

or each time frame. The deviation of the interface position from 

ts mean value, 〈 p〉 , can be written as a summation of Fourier 

odes, p(x ) − 〈 p〉 = 

∑ 

k 

A (k ) e ikx . Based on the equipartition of en-

rgy and considering the Fourier modes as the degrees of freedom, 

q. (1) relates the interface stiffness to the amplitudes and modes 

f Fourier transform. 

+ d 2 γ /dθ2 = 

k B T 

bW 〈 | A ( k ) | 2 〉 k 2 (1) 

here k B , is Boltzmann constant, T is the temperature, 〈 | A (k ) | 2 〉 
s the mean squared amplitude of the Fourier modes, and k is 
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Fig. 1. (a) Snapshot of MD simulation system demonstrating the two-phase coexistence slab. The red and blue colors represent the solid and liquid phases, respectively. The 

atoms located at the interface are colored as orange. (b) Order parameters, ψ and β , as a function of z . They are used to identify the solid and liquid phases. 
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ψ

he mode wave number. γ is the CM interface free energy and 

+ d 2 γ /d θ2 is the interface stiffness, where θ is the angle be- 

ween instantaneous local interface normal and the average orien- 

ation of interface. Interface free energy is an anisotropic property, 

nd one can calculate the anisotropy term by considering different 

rystallographic orientations for the CM interface in the CFM. The 

pherical harmonic expansion of interface energy, which depends 

n interface normal orientation ( ̂  n ), is represented: 

(
ˆ n 

)
= γ0 

[ 

1 + δ1 

( 

4 

3 ∑ 

i =1 

n 

4 
i − 3 

) 

+ δ2 

( 

3 ∑ 

i =1 

n 

6 
i + 30 n 

2 
1 n 

2 
2 n 

2 
3 

) ] 

, 

(2) 

here n i ( i = 1 , 2 , 3 ) ar e the components of normal to the interface 

ector, ˆ n in x and y and z-directions, γ0 is the mean CM interface 

ree energy, and δ1 and δ2 are the anisotropy parameters, [58] . 

0 , δ1 , and δ2 can be estimated by fitting the stiffness calculated 

rom MD simulations to the analytical stiffness expression calcu- 

ated from Eq. (2) . Details on obtaining the analytical stiffness ex- 

ressions for each orientation can be found in our previous works 

 41–44 , 46 , 47 ]. 

All the MD simulations are performed using LAMMPS (Large- 

cale Atomic/Molecular Massively Parallel Simulator) [59] , and the 

l-Cu interatomic potential used in this study is developed by Ma- 

ata and Asle Zaeem [ 47,60 ], which is based on the second near-

st neighbor modified embedded atom method (2NN-MEAM). This 

otential is specifically developed to reproduce the high tempera- 

ure thermophysical and transport properties of the binary Al-Cu 

ystem. It should be mentioned that we have recently performed 

n in-depth nanoscale solidification study of metals and performed 

ncertainty calculations to show the accuracy of MD simulations 

ith 2NN-MEAM potentials [ 61 , 62 ]. 

Since fluctuations of CM interface must be performed on the 

ully equilibrated coexistence of CM, the equilibrium CM phase 

oundary compositions for different temperatures are required. 

hus, the first step is performing MD simulations to calculate the 

hase diagram. The details of phase-diagram calculations are ex- 

lained in our previous work [46] . We calculate the phase diagram 

or temperatures ranging between 925 K (melting point of pure Al) 

nd 860 K. 

For [100]-oriented CM interface, first the interface energy is cal- 

ulated by MD simulations using 50 × 4 × 80 face-centered cu- 

ic (fcc) unit cells (6400 atoms) of pure Al with [001] orienta- 
3 
ion along the z-direction. The simulation systems with [110] and 

111] interface orientations have similar dimensions and number 

f atoms. First, the simulation system is equilibrated under NPT 

nsemble at the target temperature for 100 ps. Then, the central 

alf of the system is melted by performing an NVT ensemble, at 

 = 20 0 0 K, for 40 ps, while keeping the rest of system unchanged.

he temperature of the system is reduced to the target tempera- 

ure, and to determine the interface energy of Al-Cu systems, some 

f the Al atoms in the solid and liquid phases are replaced by Cu 

lloys such that the final solute concentration in each phase is con- 

istent with the phase diagram. The simulation box sizes in the x 

nd y-directions are adjusted to obtain the correct lattice parame- 

er of the solid phase at the target temperature and composition. 

his lattice parameter is obtained from a separate MD simulation 

n a system having solute concentration corresponding to the tar- 

et temperature. 

After proper size scaling of the simulation box, the system is 

quilibrated under a hybrid NP ZZ T (isothermal-isobaric) MD/Monte 

arlo (MC) ensemble. During this process, the box size is only al- 

owed to change in the z-direction, and the equilibration of con- 

entration is performed using MC to randomly attempt swapping 

0 0 0 Al and Cu atoms every 50 0 0 steps. The overall equilibration

ime considered ranges between 1 and 2 ns. During this process, 

he potential energy of the system should approximately stay con- 

tant during the last 200 ps of the equilibration time. At the fi- 

al step, an NPH ensemble (isoenthalpic–isobaric) is performed for 

40 ps. During this step, the system configuration is saved every 

 ps for further analysis of the interface fluctuations. 

Further analysis of the trajectory files is required to determine 

he local interface position, p(x) . This is performed by introducing 

n order parameter, β , for each atom, which identifies the solid 

nd liquid phases by comparing the positions of its 12 first neigh- 

ors with their perfect crystal, � r F CC [40] . 

= 

1 

12 

∑ 

i 

| � r i − �
 r F CC | 2 (3) 

This order parameter fluctuates a lot, as presented in Fig. 1 (b), 

hich makes the determination of interface position challenging. 

hus, a new order parameter, ψ , was introduced by Asadi et al. 

hich uses a smoothing function, w d , to reduce fluctuations of β
42] : 

 ( x, z ) = 

∑ 

i w d r i βi ∑ 

w d r i 
, (4) 
i 



G. Azizi, S. Kavousi and M. Asle Zaeem Acta Materialia 231 (2022) 117859 

w

i

w

a

l

a

l

t

t

t

D

c

2

s

s

p

a

t

e

ϕ

γ
i

b

b

M

i

t

E

M

i

t

p

w

t

(

s

r

m

r

b

�

t

c

d

o  

p

 

i

f

l

K

b

A

i

 

J

J

c

t

p

s

t

1

a

i

w

fi

l

t

i  

s

m

i

s

T

o

1  

a

n

t

w

(

A

s

w

i

9

d

l

c

s

i

T

p

1

t

c

t

c

here w d = [ 1 − ( r i /d ) 2 ] 2 , r i = 

√ 

( x i − x ) 2 + ( z i − z ) 2 . The smooth- 

ng is performed over cylinders perpendicular to the y-direction 

ith the radius of d. Fig. 1 (b) shows the change of ψ and β
long the z-direction. The initial order parameter, β , fluctuates a 

ot, therefore the smoothened order parameter, ψ , is used, which 

pproximately takes constant values in solid and liquid, and the 

ocation of the interface is defined to be where ψ is halfway be- 

ween those values. By performing Fourier transform on the in- 

erface position data and averaging the Fourier amplitude over all 

he time frames, we use Eq. (1) to calculate the interface stiffness. 

etails on calculating concentration variations across the interface 

an be found in [63] . 

.2. Multi-phase field modeling 

In this paper, a multicomponent multiphase-field model pre- 

ented by Eiken et al. [64] is used, which is implemented in the 

oftware MICRESS® (version 6.4) [65] . Three non-conserved order 

arameters were assigned for liquid, α-phase (fcc-Al) and Al 2 Cu, 

nd one conserved order parameter, c , was assigned for Cu concen- 

ration. The phase-field equation governing the interface kinetics is 

xpressed as [66] , 

˙  α = 

ν∑ 

β � = α
M 

ϕ 
αβ

[ 

b�G αβ − σαβ

(
K αβ + A αβ

)
+ 

ϑ ∑ 

γ � = β � = α
J αβγ

] 

. (5) 

˙ ϕ α is the time derivative of order parameter, where, α, β , and 

represent three different phases, and ν is the number of grains 

n the system. The subscripts αβ and αβγ represent the interface 

etween grains with α and β phases, and the triple point junction 

etween grains with α, β , and γ phases, respectively. Parameter 

 

ϕ 
αβ

represents the phase-field mobility of the interface αβ and 

s related to the kinetic coefficient in the Gibbs-Thomson equa- 

ion, μG 
αβ

(also known as the sharp interface mobility), through 

q. (6) [66] . 

 

ϕ 
αβ

= 

μG 
αβ

1 + 

μG 
αβ

η�s αβ

8 

{ ∑ 

i m 

l 
i 

∑ 

j 

[ (
D 

ij 
α

)−1 (
1 − k j 

)
c jα

] } . (6) 

η is the interface thickness in the phase-field simulations, �s αβ

s the entropy change during α to β phase transformation, m 

l 
i 

is 

he slope of the liquidus line, D 

ij 
α is the diffusion matrix in α

hase, and k j is the partition coefficient of solute atom j. For alloys 

here η is finite, the equation will result in a phase-field mobility 

hat is smaller than the sharp interface mobility. 

The first ( b�G αβ ), second ( σαβ ( K αβ + A αβ ) ), and third 

 

ϑ ∑ 

γ � = β � = α
J αβγ ) terms on the right-hand-side of Eq. (5) repre- 

ent the bulk, interface, and high order junction energy terms, 

espectively. In the first term, b is the pre-factor and �G αβ is the 

olar Gibbs free energy density calculated by Eqs. (7) and (8) , 

espectively. 

 = 

π

η

(
ϕ α + ϕ β

)√ 

ϕ αϕ β . (7) 

G αβ = 

1 

v m 

[
μi 

β

(
�
 c β
)

− μi 
α( � c α) 

]
. (8) 

v m is the molar volume of the phases, � c α and �
 c β are concen- 

ration of solvent in α and β phases, μi 
β
( � c β ) and μi 

α( � c α) are the 

hemical potential of component i in α and β phases, which are 

efined as the increment in the Gibbs free energy of the phases, G α

r G β , when a very small moles of species i , n i , is added to these

hases, while all other variables of the phase are kept constant. 
4 
In the second term of Eq. (5) , σαβ , K αβ , and A αβ represent the

nterfacial energy, pairwise curvature, and anisotropy of the inter- 

ace αβ , respectively. While σαβ is a constant value, K αβ is calcu- 

ated by 

 αβ = 

π2 

2 η2 

(
ϕ β − ϕ α

)
+ 

1 

2 

(∇ 

2 ϕ β − ∇ 

2 ϕ α

)
. (9) 

And the anisotropy of the interface for cubic symmetry is given 

y 

 αβ = 1 + ε 4 cos ( 4 ϕ ) . (10) 

ε 4 is the strength of anisotropy, ε 4 ∈ (0 1 ), and ϕ is the az- 

muthal angle measured from a reference direction. 

The high order triple junction term in the third term of Eq. (5) ,

 αβγ , is calculated from Eq. (11) as 

 αβγ = 

1 

2 

(
σβγ − σαγ

)(π2 

η2 
ϕ γ + ∇ 

2 ϕ γ

)
. (11) 

Solute diffusion is described by [66] : 

˙ 
 

i = ∇ 

ν∑ 

α=1 

n −1 ∑ 

j=1 

ϕ αD 

ij 
α∇c j α. (12) 

For a system with n species, c i =1 ... ..n −1 are the concentrations of 

he solute species. Diffusion coefficients D 

i j 
αare functions of tem- 

erature individually for each phase in an Arrhenius approach. The 

imulations started from 100% liquid phase at liquidus tempera- 

ures. The liquidus temperatures for Al-Cu alloys with 3, 6, 8.4 and 

0.6 at% Cu were obtained from Thermo-Calc simulations, and they 

re 915.35 K, 897.8 K, 883.13 K, and 869.3 K, respectively. Heat 

s extracted from the bottom boundary into an external medium 

ith a fixed temperature of 298 K and different heat transfer coef- 

cients (h) of 0.5, 2, and 4 W/cm 

2 K. Two sets of phase-field simu- 

ations are performed in this study. The first set is for validating 

he dendrite arm spacing with experimental measurements, and 

t is executed in a 2D domain of 600 μm × 10 0 0 μm with grid

pacing of �x =�y = 100 nm. Also, a 3D simulation on a do- 

ain of 150 μm × 150 μm × 150 μm with the same grid spac- 

ng was performed; it should be mentioned that in the validation 

ection, all heat transfer coefficients are less than 0.5 W/cm 

2 K. 

he second set of simulations (parametric study) were executed 

n a 2D domain of 150 μm × 150 μm with a grid spacing of 

00 nm for h = 0.5 W/cm 

2 K and grid spacing of 50 nm for h = 2

nd h = 4 W/cm 

2 K. We used an embedded model for heteroge- 

eous nucleation that creates randomly oriented initial seeds of 

he solid phase α at the bottom boundary (with 1 μm thickness) 

henever the local supercooling exceeds the required critical value 

1 K for all simulations), while further nucleation is prohibited. 

l 2 Cu nucleation takes place at the interfaces of α/liquid with the 

ame supercooling criterion [67] . The interaction between Al 2 Cu 

ith liquid and alpha phases was considered to be isotropic. The 

nterfacial energies of Al 2 Cu/liquid and Al 2 Cu/alpha were set at 

.2 × 10 −6 J/cm 

2 [68] and 3.7 × 10 −5 J/cm 

2 [69] , respectively. 

The set of multi-phase-field equations are solved using finite- 

ifference method to simulate the growth of the phases [70] . So- 

ute redistribution is evaluated at all phase interfaces under the 

onstraint of equal diffusion potentials [64] . Diffusion of Cu is 

olved in the liquid and α-phase under consideration of a numer- 

cal anti-trapping current within the diffuse interface regions [71] . 

emperature is evaluated in the direction of heat flow (1-D tem- 

erature field). The conductivities of liquid and α-phase are set to 

.5 and 1.9 W/cm.K, respectively [72–74] . All thermodynamic ma- 

erial properties such as driving forces, local supercooling, interface 

oncentrations, heat capacity, enthalpy, and latent heat as well as 

he diffusion kinetics required for the phase-field simulation are 

alculated using Thermo-Calc and are passed to MICRESS through 
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Fig. 2. Al-rich composition-temperature phase diagram for Al-Cu alloy calculated 

by MD simulations and Thermo-Calc. The symbols L and α denote the liquid and 

solid ( α-Al) phases, respectively. 

Table 1 

The expressions of interface free energy, γ , and stiffness, γ + d 2 γ /d θ2 , for 

various interface orientations, as given by Eq. (2) . 

orientation γ γ + d 2 γ /d θ2 

10 0 [ 0 01 ] γ 0 [1 + δ1 + δ2 ] γ 0 [1 − 15 δ1 – 5 δ2 ] 

001 [ 110 ] γ 0 [1 − δ1 + 0.25 δ2 ] γ 0 [1 − 9 δ1 + 13.75 δ2 ] 

1 ̄1 0 [ 110 ] γ 0 [1 − δ1 + 0.25 δ2 ] γ 0 [1 + 15 δ1 + 6.25 δ2 ] 

1 ̄1 0 [ 111 ] γ 0 [1 – 1.67 δ1 + 1.22 δ2 ] γ 0 [1 + 9 δ1 – 9.45 δ2 ] 
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Fig. 3. The variation of k B T / ( bW 〈 | A (k ) | 2 〉 ) versus k 2 for different orientations as 

obtained by MD simulations of Al-Cu binary system at T = 888 K with solidus and 

liquidus Cu compositions equal to 1.16 and 6 at.%. The dotted lines are linear fits to 

symbols with the same color. 
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he TQ-interface (Thermodynamic Calculation Interface). The ther- 

odynamic and mobility databases used for the current study are 

CAL7 (Thermo-Calc database for Al-based alloy, version 7) and 

OBAL5 (Al-based alloy mobility database, version 5). 

Boundary conditions for phase-field order parameters and con- 

entration are periodic at the left and right boundaries of the 2D 

omain, and the Neumann boundary condition (no-flux) is applied 

t the top and bottom boundaries. Boundary conditions for tem- 

erature are as follows: fixed at the bottom and the Neumann 

oundary condition (no-flux) at the top, left, and right boundaries. 

. Results and discussion 

Al-Cu alloys with 3, 6, 8.4, and 10.6 at% Cu are studied in this 

ork. Solidification takes place by removing heat from the bot- 

om surface of the 2D domains under different heat transfer co- 

fficients of 0.5, 2, and 4 W/cm 

2 K. First, the effect of Cu content

n CM interfacial energy and its anisotropy is investigated through 

D simulations. Then, multi-phase modeling is used to study mi- 

rostructure evolution and solidification pattern formation in the 

forementioned Al-Cu alloys. 

.1. Crystal-melt interfacial free energy and related anisotropy 

alculations 

The first step for calculating CM interfacial free energy is ob- 

aining the equilibrium crystal-melt phase boundary compositions 

or different temperatures. Interface energy calculations are per- 

ormed on systems with Cu compositions ranging between 3 and 

1 at%; the corresponding portion of the Al-Cu phase diagram, cal- 

ulated by MD simulations and Thermo-Calc, is presented in Fig. 2 . 

MD simulations are performed considering different orienta- 

ions for the interface normal and interface width, given by [] and 

 〉 , respectively. Table 1 summarizes the details of the investigated 

rientations and the corresponding interface energy and stiffness 
5 
xpressions using Eq. (2) . For interface planes with three-fold or 

igher symmetry, the stiffness value does not depend on the ori- 

ntations in which the interface is curved [75] . [110] oriented in- 

erface is an example that includes a two-fold symmetry. Thus, 

s demonstrated in Table 1 , considering two different orientations 

 〈 0 01 〉 and 〈 0 01 〉 ) in the x-direction alters both the stiffness ex-

ression and its value. For the [110] CM interface, we performed 

wo separate simulations, and one can distinguish the difference 

n their stiffness expressions presented in Table 1 . 

For each orientation, the interface stiffness is estimated by the 

lope of line fitting k B T / ( bW 〈 | A (k ) | 2 〉 ) versus k 2 . The stiffness val- 

es calculated by MD simulations are fitted to the stiffness expres- 

ions using Eq. (2) to calculate the average CM interface free en- 

rgy and the anisotropy parameters. Fig. 3 shows the variation of 

 B T / bW < | A (k ) | 2 > versus k 2 for the CM interface energy of the 

l-Cu binary system at T = 888 K with the solidus and liquidus Cu 

ompositions equal to 1.16 and 6 at%. 

It should be mentioned that Eq. (1) fails for small wavelengths, 

nd a logarithmic behavior is expected for large values of k [49] . 

hus, in the fitting process and stiffness calculations, only the por- 

ion of the MD results related to the linear section is used in the 

nalysis. The fitting process results in γ 0 = 96.11 ± 7.4 mJ/m 

2 , 

1 = 0.014, and δ2 = −0.0042. Considering δ1 > 0 and a small 

alue for δ2 , Eq. (2) produces either [100] and [110] dendrites. 

arger δ1 results in the growth of [100]-oriented dendrites, but 

hen δ2 < 0, [110] dendrites can also grow [52] . A similar process 

s repeated for all the other binary systems. The interface energy 

nd anisotropy parameters are summarized in Table 2 . 

Each binary system is represented by a temperature and the 

orresponding equilibrium liquidus and solidus concentrations. The 

esults do not reveal a trend line for the anisotropy changes, but 

he mean CM interface free energy decreases by a decrease of tem- 

erature (an increase in solute concentration). In 2D, the interfacial 

nergy is: 

= γ0 ( 1 + ε 4 ( cos 4 ϕ ) ) , (13) 

here ε 4 is the anisotropy parameter in 2D, and ϕ is the azimuthal 

ngle. Using trigonometric relations, ε 4 is calculated as a function 

f 3D anisotropy parameters ( δ1 and δ2 ) and presented in Table 2 . 

t was noted that ε 4 obtained for alloys with C s = 0.96 and 1.93 at% 

re much smaller than 0.01 which is a common anisotropy used 
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Table 2 

The average interface free energy, γ 0 (mJ/m 

2 ), anisotropy parameters, δ1 and δ2 , defined in Eq. (2) , and ε 4 , defined in Eq. (13) , for four Al-Cu binary 

systems. Each binary system is identified by the solidus, C S , and liquidus, C L , compositions at temperature T, which are obtained from the phase 

diagram, Fig. 2 . 

γ 0 δ1 δ2 ε4 

Case Ⅰ : T = 905 K C s = 0.96 at% C L = 3.05 at% 110 ± 4.9 0.0045 −0.0026 0.0035 

Case Ⅱ : T = 888 K C s = 1.16 at% C L = 6.0 at% 96.11 ± 7.4 0.014 −0.0042 0.0124 

Case Ⅲ : T = 874 K C s = 1.93 at% C L = 8.2 at% 92.24 ± 7.3 0.008 −0.0044 0.0050 

Case Ⅳ : T = 860 K C s = 2.2 at% C L = 10.6 at% 89.8 ± 6.9 0.01 −0.0079 0.0071 

Fig. 4. Grid convergence data (a–c) α-Phase fraction as a function of time with different grid sizes and IM values at heat transfer coefficient of h = 0.5 W/cm 

2 K, (d–f) 

related microstructure at IM of 0.8 cm 

4 /Js and different grid size, (d) 200 nm, (e) 100 nm, and (f) 50 nm; orange and green colors show solid and liquid phases, respectively. 

Numerical instability takes place when the grid size is 200 nm while no instability was observed when grid size is set to 100 and 50 nm, even for very high IM values. 
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or FCC alloys in literature. Details of ε 4 calculations are presented 

n Appendix 1. 

.2. Grid convergence study 

Grid convergence study was conducted for directional solidifica- 

ion of Al-3 at% Cu with different heat transfer coefficients (h), to 

emonstrate that the solution is independent of the discretization 

t different growth rates. Grid spacing is not the only numerical 

arameter that influences simulation results, and proper interface 

obility (IM) values need to be determined to guarantee diffusion- 

ontrolled growth without kinetically slowing down the interface 

65] . In order to determine the appropriate grid size and IM, sim- 

lations should be run with different IM values for a constant grid 

ize, and phase fraction versus time should be plotted for quan- 

itative grid resolution study [65] . Two behaviors can be noticed 

hen increasing the IM value. For large grid sizes, the growth rate 

ncreases as we raise IM, resulting in numerical instability of the 

esults. When the grid spacing is fine enough, however, the growth 

ate will attain a constant value as we raise IM and will remain 

onstant even at higher IM levels. In this study, heat transfer co- 

fficients were set to h = 0.5, h = 2, and h = 4 W/cm 

2 K, and

or each heat transfer coefficient, a grid resolution study was con- 

ucted where domain size was 100 μm by 120 μm. Fig. 4 (a)–(c)

how α-phase fraction as a function of time for grid size of 200, 

00, and 50 nm at different IM values for h = 0.5 W/cm 

2 K. It is

lear that for all grid sizes, the growth rate of α-phase increases 
6 
y increasing IM. While for grid spacing of 200 nm, numerical in- 

tability takes place at IM of 0.8 cm 

4 /Js and no instability was ob- 

erved in the case of grid sizes of 100 and 50 nm. The solidification

icrostructure for different grid size at IM of 0.8 cm 

4 /Js are shown 

n Fig. 4 (d)–(f). These results prove that by choosing a grid size of 

00 nm and an IM value of 0.4 cm 

4 /Js when heat transfer coeffi- 

ient is h = 0.5 W/cm 

2 K, the solution is independent of grid size. 

urthermore, the minimum tip radius of the seaweed pattern at 

 = 0.5 W/cm 

2 K is 600 nm which is much higher than the selected

rid size. It should be mentioned that MICRESS calculates the in- 

erface curvature directly by using the divergence of the interfacial 

ormal vector. The interface curvature ( k int ) over simulation time 

s used to calculate the tip minimum radius, R tip = 1/ κ tip . 

The same procedure was followed to perform grid convergence 

tudies for heat transfer coefficients of 2 and 4 W/cm 

2 K. The re- 

ults demonstrated that the results are independent of grid size 

or both heat transfer coefficients when the grid size and IM value 

re 50 nm and 0.4 cm 

4 /Js, respectively. The minimum tip radius 

f the seaweed pattern at h = 2 and 4 W/cm 

2 K is about 350 and

00 nm, respectively, which is much higher than the selected grid 

ize. 

.3. Comparison of predicted primary dendrite arm spacing to 

xperiments 

Simulation results of the primary dendrite arm spacing ( λ1 ) of 

l-3 at% Cu (Al-6.9 wt% Cu) are validated by experimental mea- 
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Fig. 5. Predicted microstructure using 2D phase-field simulations at different cooling rates (a) 3.2 °C/s, (b) 7 °C/s, (c) 17 °C/s, (d) 52 °C/s, and (e) 165 °C/s; (f) 3D phase- 

field simulation at cooling rate of 52 °C/s; orange and green colors show solid and liquid phases, respectively; and (g) comparison of the experimentally measured primary 

dendrite arm spacing with phase-field simulation results. 
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urements [76–82] and analytical solutions [ 83 , 84 ]. We performed 

D phase-field simulations of solidification for cooling rates rang- 

ng between 3.2 and 165 ̊C/s. Also, a 3D phase-field simulation 

s completed to show there is only a negligible difference be- 

ween 2D and 3D simulations in this study. Fig. 5 (a–f) present the 

endritic microstructure at different cooling rates, and the overall 

omparison of the phase-field results with the experimental mea- 

urements and analytical solutions is summarized in Fig. 5 (g). The 

odel predictions are in good agreement with the experimental 

easurements. Also, it is evident that at low cooling rates, long 

econdary arms are developed in directions that are not necessar- 

ly perpendicular to primary arms; while by increasing the cool- 

ng rate, secondary arms get shorter and are perpendicular to pri- 

ary dendrites. This change of secondary arm features with cool- 

ng rate has been observed in both experimental [85] and simula- 

ion [86] studies. It should be noted that in the case of 3D simu- 

ation, the primary dendrite arm spacing was obtained using the 

oronoi Warnken–Reed approach [87] . Nine dendrites are formed 

n the structure presented in Fig. 5 (f). The traditional approach for 

easuring λ1 , is given by λ1 = c 
√ 

A/n , where n is the number of

endrites, A is the area normal to growth direction, and c is a coef- 

cient set to 1.075 for hexagonal array of points in a 3D simulation 

88] . This approach suggests λ1 = 53.75 μm which is very close to 

he obtained value from the 2D simulation with the same cooling 

ate (52 °C/s). 

.4. Microstructures characteristics 

We investigate the microstructural features and how they are 

elated to solidification conditions. The microstructures of solidi- 

ed Al-Cu alloys with different heat transfer coefficients (different 

) predicted by phase-field simulations are presented in Fig. 6 . In 

his figure, green, white and red colors represent α-phase, θ-phase, 

nd liquid, respectively. The solidified microstructures are differ- 

nt in many aspects, including primary and secondary arm spacing, 

hase fractions, and phase distribution. These diverse microstruc- 

ures stem from different growth dynamics of dendrites during so- 

idification, which are influenced by solute atom redistribution, the 

nisotropy of CM interface energy, and cooling conditions. We will 

ocus on the solidification pattern formation in the following sub- 

ection (3.5), and here we focus on analyzing the microstructural 

eatures. 

For all investigated alloys, when the heat transfer coefficient is 

.5 W/cm 

2 K, dendrites are tilted against the heat transfer direc- 

ion (HTD). By increasing h to 2 and 4 W/cm 

2 K, they get aligned
7 
ith HTD. In addition to the change in dendrite growth direction, 

endritic morphologies in different alloys show different behaviors 

y increasing h, especially for Al-3 and Al-8.4 at% Cu. Due to low 

M interfacial energy anisotropy, a morphology known as seaweed 

tructure forms during solidification, with a morphology very sen- 

itive to cooling conditions (discussed in Section 3.5 ). On the other 

and, in alloys with 6 and 10.6 at% Cu dendritic morphology is 

ominant in all heat transfer coefficients. 

In order to gain further insights into the effect of Cu content 

nd cooling condition on the solidification microstructure of Al- 

u alloys, it is necessary to quantitatively show how microstruc- 

ure characteristics change with these parameters. Fig. 7 (a) and 

 (b) compare simulations and analytical results of primary den- 

rite arm spacing ( λ1 ) and secondary dendrite arm spacing ( λ2 ) 

t different heat transfer coefficients. 

A few analytical models have been proposed for predicting λ1 

 84 , 89–91 ] and all of them have a similar form to the model pre-

ented by Dantzig and Rappaz [3] : 

1 = 

(
72 π2 �sl D l �T 0 

k e 

) 1 
4 

( v ∗) −
1 
4 ( G ) 

− 1 
2 . (14) 

�sl is the Gibbs-Thomson coefficient, D l is diffusion coefficient 

f solute atom in liquid, and �T 0 is freezing range. For the an- 

lytical solutions presented in Fig. 7 , the material properties are 

btained from MD and Thermo-Calc simulations. In addition, the 

rocessing conditions, namely the interface velocity ( v ∗) and the 

emperature gradient ( G ), are obtained from phase-field simulation 

esults. The required data and the procedure for calculation of den- 

rite arm spacings via analytical solutions are represented in ap- 

endix 2. 

In Fig. 7 (a), λ1 decreases as the heat transfer coefficient and Cu 

ontent increase. These results agree with the experimental mea- 

urements [ 76 , 92 , 93 ] and analytical solutions presented in Fig. 7 (a).

urthermore, it can be seen from this figure that the effect of 

u content on λ1 is more pronounced at a lower cooling rate 

 h = 0.5 W/cm 

2 K) and decreases with an increase in h. Based on

q. (14) , the parameters affecting λ1 are divided into two main 

roups: material properties and processing conditions. Consider- 

ng the data in Table A.2 (in the Appendix), for h = 0.5 W/cm 

2 K,

he net effect of the processing condition ( ( v ∗) −
1 
4 (G ) −

1 
2 ) consider- 

bly decreases with Cu content. But for other two h values, the de- 

rease of ( v ∗) −
1 
4 (G ) −

1 
2 with the increase of Cu content is minor. 

n addition, material properties effect in Eq. (14) show a decreas- 

ng behavior by increasing Cu content. Both D and �T decrease 
l 0 
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Fig. 6. Microstructures of Al-Cu alloys solidified with different heat transfer coefficients. For all the simulations, the snapshots are taken when the temperature of top surface 

reaches 397 K. 

Fig. 7. Effect of heat transfer coefficient content on (a) λ1 , (b) λ2 , and (c) θ-phase fraction for different alloys. 

8 
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ith increasing Cu content [94] and their values are presented in 

able A.1 (in the Appendix). Also, for a 2D simulation of a crystal 

ith four-fold symmetry, the Gibbs-Thomson coefficient is given by 

95] : 

sl = 

γ0 ( 1 − 15 ε 4 ( cos 4 ϕ ) ) 

ρ�s f 
, (15) 

here ρ is alloy density, and �s f is entropy of fusion. The value 

f �sl for alloys with 3, 6, 8.4, and 10.6 at% Cu are 6.63 × 10 −8 ,

.83 × 10 −8 , 5.25 × 10 −8 , and 5.16 × 10 −8 Km, respectively. (pre- 

ented in the Appendix). Overall, the decrease of D l and �T 0 , and 

he oscillating change of �sl with the increase of Cu lead to de- 

rease of λ1 with Cu. 

The analytical model for calculation of λ2 was presented by 

antzig and Rappaz [3] : 

2 = 5 . 5 

( 

−
�sl D l ln 

(
C eut 

C 0 

)
m l ( 1 − k e ) ( C eut − C 0 ) 

) 

1 
3 (

�T 0 

G v ∗

) 1 
3 

, (16) 

here C eut is the final composition of liquid just before solidifi- 

ation, and m l is the local temperature-concentration slope at the 

iquidus line of the given alloy, which are both extracted from 

hermo-Calc simulation. 

Fig. 7 (b) shows that λ2 decreases by increasing h and Cu 

ontent, but again the rate of change is higher with Cu at 

 = 0.5 W/cm 

2 K. In all cases, increasing Cu content decreases 

2 indicating that finer microstructures are obtained at higher Cu 

ontents, which is in agreement with experimental observations 

92] and analytical models [ 3 , 96 , 97 ]. It should be noted that in case

f alloys with 3 and 8.4 at% Cu, specially at high h values ( h = 2

nd h = 4 W/cm 

2 K), seaweed structure is dominant. In seaweed 

tructures, measuring λ2 is not as straight forward as in dendritic 

tructures and it depends on the location and direction in which 

he distance between subbranches is measured. So, it is not pos- 

ible to report a unique and consistent λ2 for seaweed structures. 

herefore, we do not report simulation results for secondary den- 

rite arm spacing in case of Al-3 and Al-8.4 at% Cu in Fig. 7 (b), but

nalytical results related to these two alloys are presented. 

Fig. 7 (c) shows the effect of heat transfer coefficient on the θ- 

hase fraction ( θ-PF) in the investigated alloys. The results show 

hat by increasing h, the amount of θ-phase for all alloys decreases 

inearly. This behavior has been observed in experimental work too 

92] . In all alloys, θ-phase forms via eutectic reaction but at differ- 

nt supercooling which is imposed by different heat transfer coeffi- 

ients. Fig. 8 shows the phase fraction change as a function of time 

or different alloys and heat transfer coefficients. This figure indi- 

ates that in equilibrium conditions (obtained from Thermo-Calc) 

utectic reactions take place at 820.75 K. When h = 0.5 W/cm 

2 K, 

utectic reaction takes place at 819.4 K (1.3 K supercooling) in all 

lloys and results in the formation of a eutectic structure. In this 

ondition, the amount of θ-phase is less than equilibrium for all 

lloys because more α-phase has formed before the nucleation of 

-phase. For example, in the case of Al- 6at% Cu, nucleation of θ- 

hase in equilibrium condition takes place when the amount of 

iquid is equal to 23% but at h = 0.5 W/cm 

2 K the amount of liquid

s 21% before θ-phase nucleation. The eutectic structure is shown 

n Fig. 9 for Al-10.6 at% Cu, where it is obvious that θ+ α phases

imultaneously grow within the liquid phase. The eutectic struc- 

ure is not completely lamellar and consists of both lamellar and 

avy structures, which were also observed in experimental stud- 

es [ 98 , 99 ]. The lamellar spacing is 1.2 ±0.2 μm for all alloys at

 = 0.5 W/cm 

2 K. 

By increasing h to 2 W/cm 

2 K, eutectic reaction starts at 813.6 K 

7.15 K supercooling). In this situation, a higher amount of α-phase 

orms before nucleation of θ-phase and less liquid will transform 

nto a α+ θ structure via eutectic reaction (18% liquid in the case of 
9 
l-6 at% Cu). Also, due to higher cooling rates, all Cu atoms cannot 

egregate from the α-phase into the interdendritic region and cor- 

ng takes place [ 100 , 101 ], and consequently the amount of θ-phase

ecreases. In this condition, the lamellar spacing is 0.7 ± 0.1 μm 

or all alloys. By increasing h to 4 W/cm 

2 K, θ-phase starts to form 

t 803 ±4 K (17–21 K supercooling) through both eutectic reaction 

nd direct solidification from enriched liquid. In this situation, the 

mount of liquid phase before eutectic reaction has decreased even 

ore (14.5% in the case of Al-6 at% Cu) and coring is more severe, 

hich results in a reduction of θ-phase. 

In addition to the variation of θ-phase fraction with Cu content 

nd heat transfer coefficient, its distribution also changes consid- 

rably with these parameters. It can be seen in Fig. 6 that at a

onstant heat transfer coefficient, θ-phase distribution is more ho- 

ogenous in Al-3 and Al-8.4 at% Cu alloys than in Al-6 and Al- 

0.6 at% Cu. In the latter cases, dendritic morphology is dominant 

nd θ-phase forms in interdendritic regions, while in the former 

ases, primary α-phase solidifies as a seaweed structure and θ- 

hase forms between seaweed branches. The underlying reasons 

or the different structures of α-phase during solidification have 

een discussed in the next section. In all investigated alloys by 

ncreasing heat transfer coefficient, the distribution of phase be- 

omes more homogenous but this homogenization is more notice- 

ble in alloys with 3 and 8.4 at% Cu. In these alloys, tip split- 

ing frequency increases considerably as the heat transfer coeffi- 

ient raises. As a consequence, the distribution of the θ-phase be- 

omes more homogenous. By comparison of the two left columns 

n Fig. 6 , it is completely obvious that θ-phase distribution is 

ore homogenous in seaweed structures (Al-8.4 at% Cu) than in 

endritic structures (Al-10.6 at% Cu), and θ-phase distribution is 

ore sensitive to heat transfer coefficient in alloys with seaweed 

tructure. 

.5. Solidification pattern formation 

Fig. 10 shows the dendritic morphology of the investigated 

lloys at different cooling conditions when the α-phase frac- 

ion in the simulation system is 30%. It can be seen that at 

 = 0.5 W/cm 

2 K, different morphologies are formed for different 

lloys. In the case of alloys with 3 and 8.4 at% Cu, tip splitting 

ccurs during the solidification and results in seaweed structure 

ormation, a common phenomenon during solidification of alloys 

ith weak CM interfacial energy anisotropy [ 20–23 , 26 , 27 , 34 , 35 ,

02–104 ]. While, in alloys with 6 and 10.6 at% Cu, dendritic so- 

idification takes place without any tip splitting. By increasing the 

eat transfer coefficient to 2 and 4 W/cm 

2 K, the only change in 

he microstructure of alloys with 6 and 10.6 at% Cu is reduction 

f dendrite arm spacings, while two other alloys experience signif- 

cant changes in the morphology of dendrites. CM interfacial en- 

rgy anisotropy of Al-6 and Al-10.6 at% Cu are equal to 0.0122 and 

.0071, respectively, which are considerably higher than Al-3 at% 

 ε4 = 0.0035) and Al-8.4 at% Cu ( ε4 = 0.0028). These results imply 

hat weak interfacial energy anisotropy is the root of sensitivity to 

ooling conditions, which is in agreement with the results of other 

tudies [31] . 

Since the anisotropy of CM interfacial energy is high for Al-6 

nd Al-10.6 at% Cu alloys, dendritic growth is dominant in these 

lloys at all investigated cooling conditions. On the other hand, in 

he case of Al-3 and Al-8.4 at% Cu, the anisotropy of interfacial 

nergy is much lower, which results in the formation of different 

eaweed structures like degenerate or fractal seaweed (FS) [ 21 , 34 ], 

nd compact seaweed (CS) [21] at different cooling conditions. 

Fig. 10 (a–c) show the structures of solidifying Al-3 at% Cu at 

ifferent cooling conditions. In Fig. 10 (a), the structure is a mix- 

ure of dendrite and fractal seaweed. Dendritic structure is domi- 

ant in the initial stages of solidification and the structure trans- 
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Fig. 8. Effect of heat transfer coefficient, h (W/cm 

2 K), and Cu content (at%) on solidification path of Al-Cu alloys. 

Fig. 9. (a) The solidified structure of Al-10.6 at% Cu solidified at h = 0.5 W/cm 

2 K. (b–e) different snapshots that show the sequence of eutectic structure formation via 

eutectic reaction. Red, green and white colors denote liquid, α, and θ phases, respectively. 
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orms into seaweed in the middle of the domain. This transition 

s due to increase in constitutional supercooling and will be dis- 

ussed later. By increasing the heat transfer coefficient, transition 

rom dendritic to seaweed structure takes place much sooner. At 

 = 2 W/cm 

2 K ( Fig. 10 (b)), the tip splits to alternate sides pro-

ucing tips of comparable size which grow as main branches and 

he splitting will keep happening in each one of them. This struc- 

ure is called degenerate seaweed or FS which is formed by al- 

ernating tip splitting [ 21 , 34 , 102 ] and is characterized by a self-

imilar internal structure. In other words, similar patterns recur 

t progressively smaller scales. The same structure is formed at 

 = 4 W/cm 

2 K ( Fig. 10 (c)) but the tip splitting frequency ( f ) is

uch higher. It has been shown that the tip splitting frequency 

n FS structure is related to growth velocity (V) as a power law 

 = 0.004 × V 

1.5 [ 34 , 102 ]. In this study, at h = 2 and 4 W/cm 

2 K,

 is 334 and 538 s − 1 , respectively, and the related steady state 
10 
rowth velocities are 290 0 and 610 0 μm/s. The obtained expo- 

ent in this study is equal to 1.421 and 1.355 for V = 2900 

m/s and V = 6100 μm/s, respectively. The tip splitting fre- 

uency was measured by counting the number of times that the 

ip splits in a single branch and dividing it by the total time of 

imulation. 

Fig. 10 (g–i) show structures of solidifying Al-8.4 at% Cu at in- 

estigated cooling conditions. At h = 0.5 W/cm 

2 K ( Fig. 10 (g)), a

ixture of dendritic and FS is observed. By increasing the heat 

ransfer coefficient to 2 W/cm 

2 K ( Fig. 10 (h)), tip splitting takes 

lace in a nonfractal mode, which results in a structure known as 

ompact seaweed morphology [ 21 , 24 , 27 ] or dense branching. This 

tructure is characterized by its subsidiary (secondary) branches 

hat are modulated by leading branch tips [104] . With a further in- 

rease in heat transfer to 4 W/cm 

2 K, CS forms with a higher split-

ing frequency. 
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Fig. 10. Morphology of solidifying α-phase for investigated alloys at different cooling condition when solid phase fraction is 30%. Red and green colors denote liquid and α

phases, respectively. 

Fig. 11. Tip flattening and splitting phenomena during solidification of Al-3 at% Cu at h = 0.5 W/cm 

2 K. Red and green colors denote liquid and α phases, respectively. 
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During the solidification, dendrites tend to grow in the direc- 

ion of maximum CM interfacial energy. On the other hand, ther- 

al noise can lead to the destabilization of interface and formation 

f seaweed structures [ 25 , 27 ]. When the strength of CM interfacial

nergy is high, the interface is stable against thermal noises and 

endritic morphology with a parabolic tip is dominant, which is 

he case for Al-6 and Al-10.6 at% Cu. In the case of Al-3 and Al-

.4 at% Cu, the interfacial energy anisotropy is low, and interface 

estabilizes due to the thermal noise and consequently tip flattens 

nd widens before splitting ( Fig. 11 ). The details of the tip flat-

ening and splitting mechanisms have been discussed elsewhere 

 21–23 , 27 , 34 , 102 ]. 

As it was elucidated, FS is dominant in Al-3 at% Cu and CS is the

ominant structure in Al-8.4 at% Cu, while the strength of interfa- 

ial energy anisotropy is weak in both. This difference stems from 

ifferent constitutional supercooling during solidification. Fig. 12 (a) 

nd (b) show concentration profile and corresponding liquidus line 
11 
t ahead of growing seaweed for Al-3 and Al-8.4 at% Cu, respec- 

ively, for the heat transfer coefficient of 4 W/cm 

2 K. For Al-3 at% 

u, the constitutional supercooling is 5.1 K exactly at ahead of 

rowing tip and increases to almost 25 K in 6 μm from it. For Al-

.4 at% Cu supercooling is 9.85 K ahead of growing tip and reaches 

8 K in 9 μm. At the limit of diffusion control growth, it has been

hown that when the interfacial energy anisotropy and supercool- 

ng are both small, FS is dominant and, as supercooling increases, 

 transition is observed and CS becomes the dominant structure 

 24 , 27 ]. 

In addition to the formation of different patterns in differ- 

nt alloys, it can be seen in Fig. 10 (a–c) and Fig. 10 (g–i) that

here is a pattern transition from dendritic to seaweed struc- 

ure in alloys with low interfacial energy anisotropy (Al-3 at% 

nd Al-8.4 at% Cu), and depending on the value of heat trans- 

er coefficient, this transition takes place at different times. But 

n the case of alloys with high interfacial energy anisotropy, den- 
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Fig. 12. Concentration profile ahead of growing tip and corresponding constitutional supercooling for (a) Al-3 at% Cu, and (b) Al-8.4 at% Cu. 

Fig. 13. Map of morphology formation in �- ε4 plane during solidification of Al- 

Cu alloys. The dotted lines show the expected trends at higher constitutional su- 

percooling. Inset figures are correlated to microstructures in Fig. 10 (a–l). Red and 

green colors denote liquid and α phases, respectively. 
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ritic structure is the only stable structure. The underlying rea- 

on for the pattern transition in alloys with low interfacial energy 

nisotropy is the change in constitutional supercooling while so- 

idification proceeds. At initial stage of solidification, supercooling 

s low and a dendritic structure forms. By increasing the solidifica- 

ion time, constitutional supercooling reaches a critical value that 

riggers tip splitting and seaweed structure formation. At higher 

eat transfer coefficients, supercooling reaches the critical value 
12 
ooner and the pattern transition takes place sooner. For exam- 

le, in the case of Al-3 at% Cu when h = 4 W/cm 

2 K, constitu-

ional supercooling is lower than 1.9 K in the first 0.014 s and den- 

ritic microstructure forms. After this point, constitutional super- 

ooling reaches 2.8 K and the first splitting takes place. As solid- 

fication time increases, the constitutional supercooling increases 

o 5.2 K and remains constant. In the case of h = 2 W/cm 

2 K, it

akes 0.3 s for the constitutional supercooling to reach its criti- 

al value (2.9 K), which results in a transition from dendritic to 

eaweed. 

Based on the patterns obtained from phase-field simulations 

nd considering the aforementioned analysis, we construct a map 

f the anisotropy parameter strength ( ε4 ) versus constitutional su- 

ercooling ( �) in Fig. 13 that shows solidification morphology for- 

ation in Al-Cu alloys. Regardless of Cu content and supercooling, 

hen the anisotropy parameter value is larger than 0.004, den- 

ritic morphology is dominant and seaweed structure is halted. At 

 lower anisotropy and supercooling less than 8 K, fractal seaweed 

orms during solidification. Compact seaweed structure is domi- 

ant at anisotropies less than 0.005 and supercooling greater than 

 K. 

. Conclusions 

Solidification of four Al-Cu alloys with 3%, 6%, 8.4%, and 10.6 

t% Cu was investigated using atomistic-informed multi-phase field 

odeling. We investigated the combined effects of cooling con- 

ition, alloy composition and interfacial energy anisotropy on θ- 

hase fraction and its distribution, and growth dynamics and mor- 

hology of solidification structures. First, the CM interfacial ener- 

ies and its anisotropy were determined using molecular dynamic 

imulations. These values were used in phase-field simulations to 

uantitatively investigate the interactive effects of Cu content, CM 

nterfacial properties, and cooling conditions on growth dynamics 

nd solidification patterns. Specific findings include the following: 

1. Molecular dynamics simulation results showed that the CM in- 

terfacial energy decreases linearly with increasing Cu content, 

while its anisotropy does not show a specific trend. 
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2. Phase-field simulation results showed that with increasing the 

cooling rate, the dendrite arm spacing and the amount of θ- 

phase decrease, and this reduction is more pronounced in al- 

loys with higher Cu content. Also, the θ-phase fraction de- 

creases as the heat transfer coefficient increases. This reduc- 

tion is due to the higher supercooling needed for eutectic re- 

action, which results in the formation of higher α-phase, and 

less liquid transforms into α+ θ phase via eutectic reaction. Fur- 

thermore, the coring phenomenon is more noticeable at higher 

cooling rates, which results in a reduction in Cu content in the 

interdendritic regions and a decrease in θ-phase. 

3. Distribution of θ-phase is more homogenous in alloys with sea- 

weed structures (Al-3 and Al-8.4 at% Cu) than the alloys with 

dendritic structures. In all investigated alloys, the distribution 

of θ-phase becomes more homogenous by increasing the heat 

transfer coefficient, but it is more sensitive to the value of heat 

transfer coefficient with seaweed structures. 

4. Anisotropy of CM interfacial energy has a significant effect on 

solidification patterns and their growth dynamics. At the limit 

of diffusion control growth, when the strength of anisotropy 

is higher than 0.005 dendritic morphology is dominant at all 

cooling rates. At lower CM interfacial energy anisotropy differ- 

ent seaweed structures can form regarding constitutional su- 

percooling ahead of the growing tip. When supercooling is less 

than 8 K, degenerate or fractal seaweed form while at higher 

supercoolings compact seaweed is dominant microstructure. 
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ppendix 1 

Eq. (A.1) was used to calculate the anisotropy parameters in 3D: 

(
ˆ n 

)
= γ0 ( 3D ) 

[ 

1 + δ1 

( 

4 

3 ∑ 

i =1 

n 

4 
i − 3 

) 

+ δ2 

( 

3 ∑ 

i =1 

n 

6 
i + 30 n 

2 
1 n 

2 
2 n 

2 
3 

) ] 

. 

(A.1) 
13 
The following 2D equation ( Eq. (A.2) ) is used for PF simulations: 

= γ0 ( 2D ) ( 1 + ε 4 ( cos 4 ϕ ) ) (A.2) 

Using a series of trigonometric relations, we can calculate ε 4 in 

D as a function of δ1 and δ2 . Having n 1 = cos ϕ, n 2 = sin ϕ, and 

 3 = 0 , we can rewrite Eq. (A.1) as follow: 

γ
(

ˆ n 
)

γ0(3D) 

= 

[
1 + 4 δ1 

(
cos 4 ϕ + sin 

4 ϕ − 3 / 4 
)

+ δ2 

(
cos 6 ϕ + sin 

6 ϕ 

)]
(A.3) 

From trigonometric relations we have: 

os 4 ϕ + sin 
4 ϕ = 

(
cos 2 ϕ + sin 

2 ϕ 

)2 − 2 sin 
2 ϕ cos 2 ϕ = 1 − 2 sin 

2 ϕ cos 2 ϕ 

(A.4) 

os 6 ϕ + sin 
6 ϕ = 

(
cos 2 ϕ + sin 

2 ϕ 

)3 − 3 sin 
2 ϕ cos 2 ϕ = 1 − 3 sin 

2 ϕ cos 2 ϕ 

(A.5) 

in ϕ cos ϕ = 

1 

2 

sin 2 ϕ ⇒ sin 

2 ϕ cos 2 ϕ = 

1 

4 

sin 

2 
2 ϕ (A.6) 

i n 

2 2 ϕ = 

1 − cos 4 ϕ 

2 

. (A.7) 

By substituting Eqs. (A .4) –(A .7) into Eq. (A.3) we have: 

γ
(

ˆ n 

)
γ0 ( 3D ) 

= 

[ 
1 + 4 δ1 

(
1 − 1 

4 

+ 

1 

4 

cos 4 ϕ − 3 

4 

)
+ δ2 

(
5 

8 

+ 

3 

8 

cos 4 ϕ 

)] 
(A.8) 

Then: 

γ
(
n 

ˆ n 
)

γO( 3D ) 

= 1 + 

5 

8 

δ2 + 

(
δ1 + 

3 

8 

δ2 

)
cos 4 ϕ. (A.9) 

We define X = 1 + 

5 
8 δ2 and Y = δ1 + 

3 
8 δ2 and divide all terms by

 . then we have: 

γ
(

ˆ n 

)
γ0 ( 3D ) X 

= 1 + 

Y 

X 

cos 4 ϕ. (A.10) 

Comparing Eqs. (A.2) and (A.10) we have ε4 = 

Y 
X and γ0( 2D ) = 

0( 3D ) X. Since X ∼1 for all alloys, γ0( 2D ) = γ0( 3D ) . 

ppendix 2 

The analytical solutions for λ1 and λ2 Eqs. (13) and (14) include 

aterial properties which are obtained from MD simulations and 

hermo-Calc databases. The first parameter is Gibbs-Thomson co- 

fficient which is calculated using Eq. (A.11) . 

sl = 

γsl + γ ′′ 
sl 

ρ�s f 
(A.11) 

here γsl and γ ′′ 
sl 

are CM interfacial energy and its second deriva- 

ive, respectively. ρ is density and �s f is the entropy of fusion. Al- 

ost all the dendrites of investigated Al-Cu alloys have 〈 10 0 〉 [ 0 01 ]

rientation. So, based on Table 1 we can use Eq. (A.12) to calculate 

umerator of Eq. (A.11) . 

sl + γ ′′ 
sl = γ0 ( 1 − 15 δ1 − 5 δ2 ) (A.12) 

Entropy of fusion, �s f , is extracted from Thermo-Calc simula- 

ions and ρ = 

wt % Al + wt % Cu 
V where wt % Al and wt % Cu are weight per- 

ent of Al and Cu, respectively. V is the volume of 1 kg alloy and 

s calculated as: V = ( 
wt % Al 
ρAl 

) + ( 
wt % Cu 
ρCu 

) . ρAl and ρCu are equal to

710 kg/m 

3 and 8950 kg/m 

3 , respectively. 

https://doi.org/10.13039/100000001
https://doi.org/10.13039/100012627
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Table A.1 

Material properties of investigated alloys. 

(at%) c 0 (wt%) c eut (wt%) �T 0 (K) m l (K/wt%) ˜ D Al 
C uC u (m 

2 /s) �s f (J/K.kg) ρ(kg/m 

3 ) γsl + γ ′′ 
sl 

(J/m 

2 ) �sl (K.m) 

3 6.9 33.49 99 −3.07 5.12E-09 551 2847 0.104 6.63E-08 

6 13 33.49 77 −2.93 5.05E-09 541.73 2980 0.0779 4.83E-08 

8.4 17.76 33.49 63 −2.91 4.9E-09 512.29 3092 0.0832 5.25E-08 

10.6 21.83 33.49 50 −2.89 4.88E-09 484.11 3196 0.0799 5.16E-08 

Table A.2 

Process dependent parameters of investigated alloys at different heat transfer coef- 

ficients. 

Cu (at%) h (W/cm 

2 .K) v ∗ (m/s) G × 10 3 (K/m) λ1 ( μm) λ2 ( μm) 

3 0.5 0.0024 19.9 107.5 13.7 

2 0.0029 73.5 53.6 8.5 

4 0.0061 16.5 29.7 5 

6 0.5 0.0027 21.6 86.9 9.83 

2 0.0038 74.2 43 5.9 

4 0.0072 17.3 24 3.7 

8.4 0.5 0.0027 25.2 76.5 8.6 

2 0.0035 75.05 41.6 5.4 

4 0.0068 17.3 23.2 3.3 

10.6 0.5 0.0027 29.3 66.5 7.3 

2 0.0037 79.6 37.3 4.7 

4 0.0069 175 21.5 2.93 
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Interdiffusion coefficient of Cu atoms at the liquidus tempera- 

ures ( ̃  D 

Al 
C uC u 

), fr eezing rang e ( �T 0 ), slope of liquidus line ( m l ), and

nal composition of liquid before freezing ( c eut ) are extracted from 

hermo-Calc. All these parameters are presented in Table A.1 . 

Interface velocity ( v ∗) and temperature gradient ( G ) were ex- 

racted from phase-field simulations at steady state condition and 

re presented in Table A.2 . Also, in this study the equilibrium par- 

ition coefficient, k e = 0.185, is used. 
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