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Why Fracking Works
Although spectacular advances in hydraulic fracturing, also known as fracking, have
taken place and many aspects are well understood by now, the topology, geometry, and
evolution of the crack system remain an enigma and mechanicians wonder: Why fracking
works? Fracture mechanics of individual fluid-pressurized cracks has been clarified but
the vital problem of stability of interacting hydraulic cracks escaped attention. First,
based on the known shale permeability, on the known percentage of gas extraction from
shale stratum, and on two key features of the measured gas outflow which are (1) the time
to peak flux and (2) the halftime of flux decay, it is shown that the crack spacing must be
only about 0.1 m. Attainment of such a small crack spacing requires preventing localiza-
tion in parallel crack systems. Therefore, attention is subsequently focused on the classi-
cal solutions of the critical states of localization instability in a system of cooling or
shrinkage cracks. Formulated is a hydrothermal analogy which makes it possible to
transfer these solutions to a system of hydraulic cracks. It is concluded that if the hydrau-
lic pressure profile along the cracks can be made almost uniform, with a steep enough
pressure drop at the front, the localization instability can be avoided. To achieve this
kind of profile, which is essential for obtaining crack systems dense enough to allow gas
escape from a significant portion of kerogen-filled nanopores, the pumping rate (cor-
rected for the leak rate) must not be too high and must not be increased too fast. Further-
more, numerical solutions are presented to show that an idealized system of circular
equidistant vertical cracks propagating from a horizontal borehole behaves similarly. It
is pointed out that one useful role of the proppants, as well as the acids that promote cre-
ation of debris in the new cracks, is to partially help to limit crack closings and thus
localization. To attain the crack spacing of only 0.1 m, one must imagine formation of
hierarchical progressively refined crack systems. Compared to new cracks, the system of
pre-existing uncemented natural cracks or joints is shown to be slightly more prone to
localization and thus of little help in producing the fine crack spacing required. So, from
fracture mechanics viewpoint, what makes fracking work?–the mitigation of fracture
localization instabilities. This can also improve efficiency by fracturing more shale.
Besides, it is environmentally beneficial, by reducing flowback per m3 of gas. So is the
reduction of seismicity caused by dynamic fracture instabilities (which are more severe
in underground CO2 sequestration). [DOI: 10.1115/1.4028192]

1 Introduction

Hydraulic fracturing of oil and gas bearing rocks, also known
as “fracking,”1 is an established technology [1–5] that has been
developed gradually since 1947, with no government support until
the success has been proven. Although the recent advances in
fracking have been nothing less than astonishing, the knowledge
of the actual fracturing process is mostly empirical and makes a
mechanician wonder: Why the fracking works?

The intent of this article, based on report [6], is (1) to suggest
an explanation in terms of stability of interactive cracks systems,
and to (2) present a method to estimate the hydraulic crack spac-
ing from gas flux history observed on the surface, from the known
percentage of gas extraction from the shale stratum, and from the
known permeability of shale.

Complete analysis will require simulating in detail the diffusion
of gas through orthotropic shale, and the flow of gas and water
with proppants and gellants through the hierarchical crack system
and along the pipes. It will also require the orthotropic constitutive
laws for nonlinear triaxial softening damage, quasi-brittle

cohesive fracture, and creep of the shale. Such analysis must be
relegated to subsequent studies.

2 An Aperçu of Fracking Technology

The gas bearing stratum of tight shale, usually about 3 km below
the surface and 20–150 m in thickness [7,8], is accessed by parallel
horizontal boreholes emanating from a single vertical well in the
direction of the minimum principal tectonic stress rh, whose magni-
tude is about 1/5 to 4/5 of the overburden stress rg [9].

The horizontal boreholes are typically about 500 m apart and
several kilometers long. Each of them is subdivided into about
five segments, each of which consists of about 5–9 fracturing
stages. Each stage, about 70 m long, is further subdivided into
about 5–8 perforation clusters. In each cluster, about 14 m long,
the steel casing (or pipe), of typical inner diameter 3.5 in.
(77 mm) [10,11], is perforated at 5–8 locations by detonating
shaped explosive charges (Fig. 1).

Powerful pumps on the surface drillpad inject the fracking fluid
into the shale stratum. The fluid, with a proppant (fine sand) mixed
into it, is about 99% water and contains various additives, such as
gellants, acids, or pH controlling ions. Each stage requires injection
of several million gallons of water (which is equivalent to about 1–2
mm of rain over the area of the lease, 3� 5 km2). The flowback of
water represents only about 15% of the injected total and is highly
contaminated. Strict controls are required to prevent its accidental
release to the environment. Often, the water flowback is reinjected
underground. Minimization and treatment of this flowback is a para-
mount objective of technology improvement.

Pumps, currently attaining at the surface level the pressure of
about 25 MPa, force the fracking fluid through the perforations
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into the shale stratum. The shale is intersected by a system of
natural fractures or rock joints, nearly vertical, which are either
tightly closed or filled by calcite or other minerals. They are
typically 15–50 cm apart [5,12]. The shale is also intersected
by numerous finer faults and slip planes, and contains weak near-
horizontal bedding planes with millimeter spacing, which have
higher permeability and higher concentration of kerogen filled
nanovoids [13]. The first, large, hydraulically produced cracks
must be roughly normal to the horizontal wellbore, since it is
always drilled in the direction of the minimum tectonic stress.

3 A Fracture Mechanician’s Puzzle

Most of the gas, principally methane, is contained in isolated
kerogen-filled nanopores of diameters from 0.5 nm to about 10 nm
[13–15]. From drilled cores brought to the surface, the gas content
per unit volume of shale is known, and thus it is estimated that
only about 15%, and often as little as 5%, of the gas content of the
shale stratum gets extracted by the fracking process (percentages
as high as 50% have been heard but probably represent local aber-
ration of one fracking stage).

Although this percentage seems low, it is nevertheless a puzzle
why the percentage is not orders of magnitude lower, given the
extremely low shale permeability, k, and the fact that parallel
cracks tend to localize into widely spaced widely opened cracks.
To provide an answer, we will first try to figure out from surface
gas flux observations the spacing of hydraulic cracks in shale, and
then we will discuss how to achieve it.

4 Estimation of Hydraulic Crack Spacing From

Observed Gas Outflow History

4.1 Diffusion of Gas Through the Shale Toward the
Hydraulic Cracks. The reported values of shale permeability, k,
range from 10�9 darcy to 10�7 darcy (which is 10–1000 times
lower than the typical permeability of concrete); e.g., Ref. [16].
The huge spread of the measured k-values reported in the litera-
ture [13,17–19] is probably caused less by differences among
locations and more by differences among the methods of measure-
ment [20,21]. These are transient methods based on the long-term
decay of gas loss using: (1) a drilled core or (2) powderized shale,
obtained by grinding to particle size of cca 0.5–0.85 mm.

The core test is dominated by diffusion along the kerogen-filled
bedding layers which are far more permeable than the rest, while
the powder test is dominated by powder from the compacted clay
rock between the bedding layers which are much less permeable

and thus lose their gas much slower. For the hydraulic cracks that
are roughly orthogonal to the bedding layers, the core test matters.
For cracks parallel to the bedding layers, the powder test matters,
although such cracks are probably rare, due to overburden pres-
sure. We will consider both extreme cases but a mixture of both is
sure to occur in fracking. Thus the average permeability, 10�8

darcy, may be most relevant and is here used in calculations.
The first question is: How does the gas escape from the

nanovoids into the nearest cracks? As a typical situation, consider
one-dimensional gas diffusion in direction x into adjacent parallel
cracks of spacing s, normal to x (Fig. 2). The Darcy law is
assumed to apply, i.e.,

v ¼ � k

l
@p

@x
(1)

where v¼ effective velocity of gas, p¼ gas pressure, and
l¼ dynamic viscosity. Mass conservation requires that

@ð/qÞ
@t
þ @ðqvÞ

@x
¼ 0 (2)

where t¼ time, / ¼ gas porosity, l¼ dynamic viscosity of the
gas [4,22], and Cs¼ bulk compressibility of shale; q¼mass
density of gas, which is assumed to behave as ideal gas, i.e.,
p=q¼RT¼ const. It follows that the gas compressibility Cg¼ 1/p.
Substituting p¼qRT and Eq. (1) into Eq. (2) and noting that con-
stant RT cancels out, we get, after rearrangements,

/l
k

Cs þ
1

p

� �
@p

@t
¼ 1

p

@

@x
p
@p

@x

� �
(3)

This well-known diffusion equation [23] is nonlinear. The nonli-
nearity is caused by the dependence of gas compressibility on p.

Consider now a shale layer between two parallel cracks at x¼ 0
and x¼ s. The flux of gas from the shale layer into the cracks at
x¼ 0 is

J ¼ � qk

l
@p

@x

� �
x¼0

(4)

This represents an interface condition for the flow of gas into the hy-
draulic crack system. With this interface condition, Eq. (3) is solved
numerically by central finite differences in the x direction and
explicit finite forward steps Dt in time. The steps are increased,
within the stability limit, as the rate of diffusion decays.

Fig. 1 Overall scheme of hydraulic fracturing: (a) one of
many segments, subdivided in 5–8 fracturing stages; (b) one
fracturing stage composed of 5–8 pipe perforation cluster; (c)
one perforation cluster with 5–8 perforations along the pipes
(not to scale) Fig. 2 Schematic of gas flow from shale to surface, showing a

layer of shale between two open vertical hydraulic cracks of
spacing s, with subsequent profiles of gas pressure p, and the
passage of gas to the surface
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4.2 Crack Volume and Total Surface Area of Hydraulic
Cracks. Next we need to attempt a crude estimate of the mass
flux of gas observed at the surface drillpad. For that we need
to estimate the total volume Vc and total surface area Sc of all the
hydraulic cracks in a fracturing stage. The basic question is: What
is the shale volume that gets fractured?

The answer can be deduced based on the fact that the percent-
age cg of gas extracted from the shale stratum is known; optimisti-
cally we consider cg¼ 15%. In this regard consider two simple
possibilities:

(1) the 15% gas extraction occurs uniformly throughout the
stratum or

(2) the gas extraction eventually becomes almost complete but
occurs within only 15% of the volume of shale stratum.

If the former was true then, at the end of operation of the well,
the rate of gas flow would still be very high, roughly about 68%
of the peak value. Obviously such a well would not be abandoned.
Therefore, the latter must be the case.

The fracking stage length along the horizontal pipe is consid-
ered as Lx¼ 70, the height of the fracked zone as Lz¼ 150 m
(which is about the maximum, though apparently very frequently
encountered, thickness H of the shale stratum), and the width as
Ly¼ 400 m (Fig. 3). Since the fracking pressure only rarely
exceeds the overburden pressure, we consider that all the cracks
(with spacing s yet to be estimated) are vertical, the first system of
cracks approximately orthogonal to the direction of the tectonic
stress of minimum magnitude, and the second system of vertical
cracks approximately orthogonal to the first.

To make analytical estimates possible, we consider the fracked
zone to be an elliptical cylinder with a vertical axis, height h, and a
generating horizontal ellipse of axes a and b (Fig. 3(a)). If this
cylinder occupied the full height H of the stratum, we would have
h¼H¼ 150 m. But, as argued, we must shrink the volume of
this elliptical cylinder to 15%, which we do by scaling all the dimen-
sions in equal ratio, which is 0.151=3¼ 0.531. Thus a¼ 0.151=3

Ly/2¼ 106.3 m, b¼ 0.151=3Lx/2¼ 18.6 m, and h¼ 0.151=3H¼ 79.7 m.
The volume of the shrunken zone, which is VZ¼ pabh¼ 494,801 m3,
is assumed to be intersected by vertical cracks on a square horizon-
tal grid (Fig. 3(b)) of spacing s. The total surface area of such
cracks (each crack having two faces) is Sc ¼ 4pabh=s¼ pLxLyh=s.
For irregular crack systems, one may take s¼V/Sc where
V¼ cracked shale volume.

To estimate the volume of the opened cracks, we first calculate
the enlargement of the area of the idealized ellipse considered as a

hole in an infinite elastic plane with elastic modulus E¼ 37.5 GPa
and Poisson ratio �¼ 0.3, which is typical of the shale properties
along the bedding layers. By extending the complex potential
analysis, as presented in Ref. [24], to displacements, the area
increase DA of the elliptical hole in infinite plane due to internal
fracking pressure pf (considered to be in excess of the average
remote tectonic pressure ptectonic ¼ ðrh þ rHÞ=2 � 40 MPa) has
been calculated as DA¼ 2.04pf; see the Appendix. Assuming for
simplicity the same area increase at all horizontal sections of the
elliptical cylinder, one gets the volume increase DV1 ¼ LzDA.
This is an estimate of the contribution of the compression of the
surrounding shale to the total volume of all opened cracks.

Another contribution is due to the compression of the shale
between the cracks (Fig. 3(c)). Since on each horizontal plane the
elliptical cross section is under biaxial pressure pc, equal to the
fracking pressure pf � 5 MPa (in excess of the original tectonic
pressure), the contribution of the shale contraction to the crack
volume is DV2 ¼ pabLzpf=Ep where Ep ¼ E=2ð1� �Þ for plane
stress. The total volume of the opened vertical cracks of both
orientations is thus estimated as DVc ¼ DV1 þ DV2. With the
aforementioned input values, one finds that DVc ¼ 907 m3, which
is 0.18% of the total volume VZ¼ 494,801 m3.

4.3 Transport of Gas From Hydraulic Crack System to
Surface Drillpad. To estimate s, we need to figure out the rate of
gas flow through the hydraulic cracks and through the horizontal
and vertical pipes. Since the gas is mostly methane and methane
does not dissolve in water, the gas must move as bubbles, which
start as microscopic but soon coalesce into big bubbles filling
the crack thickness and the pipe diameter. In the hydraulic crack
system, as well as in the horizontal and vertical pipes, the bubbles
are driven by gas pressure gradient and move in turbulent flow. In
the vertical pipe, the movement of gas bubbles is, additionally,
also propelled gravitationally by buoyancy.

Modeling of the movement of gas bubbles is very complicated
and its details are neglected here. For the present purpose, it
should suffice to use the Hagen–Poiseuille law for flow of a com-
pressible fluid in pipes

Jp ¼ �
qb1

lL

p2
c � p2

a

pa

� �
(5)

where Jp¼ flux of gas out of the fracked zone; pc¼ inlet
pressure¼ gas pressure at, approximately, the center of the
fracked zone; pa¼ atmospheric pressure¼ gas pressure at exit on
the surface; L¼ distance of flow; and b1¼ constant characterizing
the resistance to gas flow through the hydraulic crack system and
the horizontal and vertical sections of the pipe.

To complete the gas transfer model we need the condition of
mass balance of gas within the hydraulic crack system. Since the
rate of change of mass mc of gas contained in all the opened
hydraulic cracks is dmc=dt ¼ Jp � AcJ, the mass balance condi-
tion may be approximated as

Jp � AcJ ¼ qVcCg

dpc

dt
; Cg ¼

1

pc

(6)

where pc¼ average gas pressure in the crack system, Cg¼ gas
compressibility, Vc¼ total volume of the opened hydraulic cracks,
Ac¼ area of the surfaces of all opened hydraulic cracks (¼ double
of the total crack area, Sc, because each crack has two surfaces
from which gas streams into the crack).

Subtracting Eqs. (5) and (6) and expressing J from Eq. (4), we
obtain the final approximate equation for the decay of gas pressure
pc in the hydraulic crack system

dpc

dt
þ pc

s
p2

c � p2
a

p2
a

¼ A1k

l
pc

@p

@x

� �
x¼0

(7)

in which

s ¼ LVcl=b1pa; A1 ¼ Ac=Vc (8)

Fig. 3 Schematic of (a) the volume of shale stratum to be
fracked, considered for the purpose of analysis as elliptical
cylinder, and a scaled-down cylinder representing the portion
of shale volume that is actually fracked; (b) undeformed and
(c) deformed cross sections of the scaled cylinder, reduced
according to the known percentage of terminal gas extraction
from the shale
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4.4 Crack Spacing and Halftime Optimally Matching
Observations, and Their Errors. Figures 4(a) and 4(b) show
five histories of gas flux at the surface observed at five different
wells in Fayettville shale in Arkansas (posted on the web) [25].
The histories are plotted in actual time scale on the left and the
logarithmic time scale on the right. They have two key features
that must be matched by computations:

(1) the time, speak, in which the peak flow is reached
(2) the rate of postpeak flux decay

Matching these two times makes it possible to estimate two key
unknowns—spacing s and halftime s, s (at which the peak rate
drops not to a half but to about 0.2 Jp(speak)).

The foregoing formulation has been programmed and the his-
tories in Fig. 4(a) were matched as shown by the smooth solid
curve. This match provides the average optimum estimates

s ¼ sopt ¼ 0:1 m; s ¼ sopt ¼ 26 months (9)

Aside form the input data already mentioned, further input
data were: fluid viscosity, l¼ 1.35� 10�5 Pa s, porosity / ¼ 0:1,

Fig. 4 Histories of gas flux at the surface observed at five different sites of Fayetteville shale [25], in actual and
logarithmic time scales. Top row: curves of optimum fits; middle row: curves when characteristic delay time s is
changed; bottom row: curves when the crack spacing s is changed
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permeability k¼ 10�21 m2, shale compressibility Cs¼ 10�9 Pa�1,
initial pore pressure in shale p¼ 25� 106 Pa, and pressure at the
surface pa¼ 105 Pa.

To clarify the effect of permeability, a similar analysis has been
done with k increased 10-fold, i.e., k¼10�20 m2. The optimum fit
for this case was again good and provided sopt¼ 0.5 m and
sopt¼ 23 months. Evidently, a realistic determination of perme-
ability is very important.

What is the error of these estimates? To appraise it, the compu-
tations were further run with s¼ sopt but s¼ 10 sopt and
s¼ 0.1sopt. As seen in Figs. 4(c) and 4(d), the calculated curves
are totally out of the range of observations, both for the rate of
decay and for the time to peak flow. Then the computations were
run with s¼ sopt but s¼ 10 sopt and 0.1 sopt. As seen in Figs. 4(e)
and 4(f), the increased spacing, which would be 1 m, is totally out
of range. The curve for spacing of 0.1 sopt is at the margin of long-
term decay but the time to peak flow is too short by an order of
magnitude, which is blatant in the log-time plot (Fig. 4(f)).

So it may be concluded that the expected errors of our average
estimates are much less than an order of magnitude, probably not
exceeding the factor of 2 or 1/2.

Questions may be raised with regard to the network of pre-
existing joints and cracks, which have not been addressed specifi-
cally. All or most of them are filled and cemented by calcite and,
whether or not filed, the overburden and tectonic pressures are so
high that no open gaps can exist in these cracks. So they can pro-
vide no natural conduits for gas escape, unless opened by fracking
fluid pressure. But the mechanics of this opening is not very dif-
ferent from hydraulic crack formation, as clarified later.

5 How to Achieve Dense Enough Spacing of Hydraulic

Cracks

5.1 Review of Stability of Parallel Crack Systems. In the
mid-1970 s, extensive studies of extracting heat from hot dry rock
located relatively close to the earth surface were conducted. It was
speculated that if a large vertical crack was created hydraulically
from a borehole in hot granite and was then intersected by another
borehole, circulation of water could deliver enough steam to gen-
erate electricity, like in geothermal basins with natural circulation
[26]. Because of rapid decay of the heat conduction flux from a
hot wall, success would have required many closely spaced paral-
lel cooling cracks to propagate to a long distance from the walls
of the large vertical crack. However, drilling into the giant Valles
Caldera in the Jemez Mountains of New Mexico gave a negative
result and studying the localization instability of parallel cooling
cracks explained why. Nevertheless, this negative result provides
today a valuable lesson for the fracking process.

Consider a system of interacting cracks of lengths a1; a2; :::; aN

in a cooled (or shrinking) solid with fracture energy, C, and
assume applicability of the linear elastic fracture mechanics
(LEFM). The Helmholtz free energy has the general form

F ¼ Uða1; a2; :::; aN ; pÞ þ
XN

i¼1

ð
Cdai (10)

where U¼ strain energy of the elastic solid; p¼ control parame-
ter, such as the depth of penetration D of the cooling front into the
halfspace (or, in our case considered later, the fluid pressure at the
surface of halfspace). There are many possible fracture equilib-
rium solutions but thermodynamics requires the system to evolve
in such a way that F be minimized. The problem is to determine
which solution is stable and which solutions are unstable or meta-
stable. The stable solution is what will occur.

The equilibrium and stability of the crack system are, respec-
tively, decided by the first and second variations [27]

dF ¼
Xm

i¼1

@U

@ai
þ C

� �
dai þ

Xn

j¼mþ1

@U

@aj

� �
daj (11)

d2F ¼ 1

2

Xn

i¼1

Xn

j¼1

@2U

@ai@aj

� �
daidaj ¼

1

2

Xn

i¼1

Xn

j¼1

F ;ijdaidaj (12)

(where a unit width b of the crack front is considered); here
i ¼ 1; :::;m are the cracks that are propagating ðdai > 0Þ, dissipat-
ing fracture energy C; i ¼ mþ 1; :::; n are the cracks that are
shortening ðdai < 0Þ, for which the fracture energy is 0, and
i ¼ nþ 1; :::;N are the cracks that are immobile ðdai ¼ 0Þ, which
is a state that occurs when the energy release rate �@U=@ai is
nonzero but less than critical.

Equilibrium (or static) crack propagation requires vanishing of
the first parenthesized expression in Eq. (11), which represents the
Griffith crack propagation criterion of LEFM. There exist many
equilibrium solutions, reachable along a stable equilibrium path.
Fracture stability requires the matrix of F ;ij, equal to U,ij, to be
positive definite, i.e.,

detU;ij > 0 and U11 > 0 (13)

for the vectors of admissible variations dai [27,28–32] (note that
U;ij ¼ 2KiKi;j=E0 ¼ 2KjKj;i=E0 where Ki = stress intensity factor).

The admissible crack length variations dai are those satisfying
the following restrictions:

for � @U=@ai ¼ C : dai � 0 (14)

for 0 < �@U=@ai < C : dai ¼ 0 (15)

for @U=@ai ¼ 0 : dai � 0 (16)

In the special case of a parallel system of pre-existing natural
cracks that are open up to length aj but closed beyond, the effec-
tive fracture energy at the tip of open crack segment is 0 for both
extension and shortening, i.e.,

for @U=@aj ¼ 0 : any daj (17)

5.2 Localization Instability of Cooling Cracks and
Hydrothermal Analogy With Pressurized Hydraulic Cracks.
Consider a homogeneous elastic halfspace cooled by heat
conduction. This produces a temperature profile in the form of the
complementary error function, often approximated by a parabola,
whose front advances into the halfspace as

ffiffi
t
p

. The thermal stress,
proportional to the temperature drop, is considered to produce an
advancing system of parallel cooling cracks of equal spacing s,
whose lengths are considered to alternate between a1 and a2. The
crack lengths are assumed to be initially equal, a1¼ a2 (although
in reality the crack lengths, as well as spacings, are randomly
distributed).

The positive definiteness of the matrix of F ;ij is first lost by the
vanishing of detF ;ij. But this signifies neither instability nor bifur-
cation because the corresponding eigenvector ðda1; da2Þ implies
every other crack to shorten ðda2 ¼ �da1 6¼ 0Þ, which is impossi-
ble since the energy release rates �U,i (or stress intensity factors
Ki) of all cracks are nonzero ðKi ¼

ffiffiffiffiffiffiffiffiffiffi
E0U;i

p
Þ; E0 ¼ elastic modulus

for plane stress (since the ground can lift, the plane stress is prob-
ably closer to reality than the plane strain). An exception is the
opening of preexisting (noncemented, nonsticking) cracks, whose
critical energy release rate can be zero; but, as pointed out later,
this makes little difference.

After further crack growth, when the crack length is about 1.5 s
to 2 s (depending on ratios s/D and l0/D where l0¼ Irwin’s charac-
teristic length), the positive definiteness of the matrix is lost due
to the vanishing of F ;11 (and F ;22). The corresponding eigenvec-
tor ðda1; da2Þ has da2 ¼ 0, which is admissible. It implies a stable
bifurcation, in which one set of alternating cracks continues to
grow ðda1 > 0Þ, while the remaining cracks get arrested
ðda2 ¼ 0Þ. The spacing of the leading cracks a1 doubles, and their
opening width w eventually doubles, too. Later, after further
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growth of a1, cracks a2 reduce their energy release rate to 0 and
close [26,27,32].

The remaining leading, cracks, with spacing 2 s, eventually
reach another bifurcation of the same kind, at which every other
crack stops growing and gradually closes while the spacing of
open cracks doubles to 4 s (see Fig. 5), with eventual doubling of
the opening width. This doubling of crack spacing, in which the
crack system localizes into fewer and fewer cracks, is periodically
repeated as the cooling advances; see [Refs. 28–30, Sec. 12.5]).
Consequently, cooling of the rock by heat conduction cannot
reach most of the rock mass (see Fig. 6). This fact is what killed
the hot dry rock geothermal energy project as conceived in the
1970 s.

With regard to fracking, it is interesting to recall the 1970 s
study of the effect of various temperature profiles along the
cracks, which could conceivably be altered by heat convection
in water flowing along the cracks; see Fig. 7, which shows, for
several temperature profiles [28–30,33], the equilibrium curves of
crack length versus the cooling front depth. The solid parts of the
curves represent stable equilibrium states and the dashed parts

unstable equilibrium states. They are separated by the circle
points, which indicate bifurcation states at which fracture local-
izes and every second crack stops growing.

As the temperature profile gets more uniform over a greater
portion of crack depth, the bifurcation states are pushed to a
greater crack depth. Eventually, for the profiles marked as
4 and 5, which have a long uniform portion and a steep or very
steep temperature drop at the end, there is no bifurcation [33]. So,
if such a temperature profile could be produced, the parallel cool-
ing cracks would grow at constant spacing indefinitely.

5.3 Equivalence of Localization of Cooling Cracks and
Pressurized Cracks. It is now interesting to point out that the
previous analysis of cooling cracks can be easily transferred to
fracking, which is a point that has apparently gone unnoticed. To
explain, the situation in the left column of Fig. 8 shows an array
of cooling cracks propagating from the surface of a halfspace,
opened by temperature drop DTðxÞ which is assumed to depend
only on depth coordinate x. The thermal stress field is denoted as
rTðx; yÞ (positive for tension). The halfspace is at the same time
under tectonic pressure rh in the y direction normal to the surface
(negative for compression). The stress intensity factor of the cool-
ing cracks is denoted as KT

I .

Fig. 5 Path of the lengths of thermal cooling cracks in the
crack length space, adapted from Ref. [26]

Fig. 6 Schematic representation of fracturing behavior (a) with
crack localization—undesirable, and (b) without crack localiza-
tion—desirable (prevention of localization greatly increases the
percentage of gas that can be reached from the shale stratum
by hydraulic fracturing)

Fig. 7 Leading crack length as a function of the depth of pene-
tration front, for different temperature profiles along the cracks,
adapted from Ref. [26]

Fig. 8 Analogy of thermal and hydraulic cracks. The formation
of the cooling cracks (a) can be decomposed into two steps: in
the first step (b) the cracks are imagined to be glued so as to be
kept closed. In the second step (c), the cracks are imagined to
be unglued and allowed to open.
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The formation of the cooling cracks (left column) can be
decomposed into two steps:

(1) In the first step (middle column), the cracks are imagined to
be glued so as to be kept closed. In that case the tempera-
ture field together with the tectonic stress Sh produces,
along each cross section y¼ 0, normal stresses rTðxÞ þ rh

where rTðxÞ ¼ �E0aDTðxÞðDTðxÞ � 0Þ; here a is the
thermal expansion coefficient and E0 is the effective elastic
modulus for plane strain of the rock. The rock is consid-
ered, for simplicity, as isotropic, although a generalization
to orthotropic rock would not be difficult. The temperature
drop DT is assumed to be big enough for the tensile thermal
stress rTðxÞ to overcome the tectonic stress. Since the
cracks do not open, the stress intensity factor in this case
vanishes, KI¼ 0.

(2) In the second step (right column), the cracks are imagined
to be unglued and allowed to open. This is equivalent to
applying onto the crack faces pressure pðxÞ ¼ �rTðxÞ that
is equal to the stress previously transmitted across the glued
cracks (p is positive for compression). The stress intensity
factor produced by this pressure is denoted as Kp

I . The
stress field due to pressure on the cracks is denoted as
rpðx; yÞ. The total stress field is rpðx; yÞ � rh. So,

pðxÞ ¼ �E0aDTðxÞ ðpðxÞ � 0 assumedÞ (18)

Kp
I ¼ KT

I (19)

The singular stress field of the cooling cracks is thus
decomposed as rTðx; yÞ ¼ rTðxÞ þ rpðx; yÞ, and so the sin-
gular stress field due to pressurizing the unglued cracks
may be expressed as

rpðx; yÞ ¼ rTðx; yÞ þ E0aDTðxÞ (20)

onto which the tectonic stress� rh gets superposed (see
Fig. 8).

The foregoing hydrothermal equivalence of thermal and pressur-
ized cracks can be extended to crack systems of different topology
and geometry, e.g., with curved and variously inclined cracks. On
the other hand, applicability is limited to the case of LEFM, in
which the fracture process zone (FPZ) is assumed to be a point. In
quasi-brittle fracture mechanics, the foregoing hydrothermal equiv-
alence is only approximate. The reason is that the FPZ, considered
to have a finite size, is affected by the nonsingular part of stress
field, which is different in the left and right columns of Fig. 8.

The foregoing studies have been conducted without specifically
considering that the cracks preferentially grow along the plentiful
natural cracks or joints. Although their detailed consideration will
require numerical simulation, qualitatively the same localization
behavior must be expected. Closed or filled naturally cemented
cracks do not change significantly the stiffness characteristics of
the shale mass. When a crack propagates along a weak, naturally
cemented, preexisting crack or joint, the only significant differ-
ence is that the fracture energy is smaller, perhaps even zero, as
discussed later. But this does not change our conclusions about
localization qualitatively.

So we may conclude that the effect of temperature profile on
fracture propagation is generally the same as that of a similar
crack pressure profile. Thus the previous analysis of cooling
cracks makes it possible to state, even without any calculations,
that by achieving a sufficiently uniform crack pressure profile,
with a sufficiently steep pressure front, the parallel cracks should
not get localized and should propagate indefinitely, at constant
spacing. This is what is needed to create densely spaced channels
by which the shale gas could escape from the nanopores.

Since the fracking actually works, we must conclude that such
pressure profiles are indeed being achieved to a significant degree,
though not within more than 15% of the volume of shale stratum.

It is intuitive that it is mainly a matter of pumping rate and history
(surely also influenced by proppants and gelants). If the pressure at
crack mouth were increased in small steps and after each step the
pressure was held constant long enough, the pressure in the cracks
would eventually become uniform (however, since there is extensive
leaking of the fracking fluid into pores and voids other than the
cracks, the pumping rate must be corrected for the leaking and what
matters is the rate of fluid influx at the crack mouths).

5.4 Numerical Results on Localization of Fluid
Pressurized Cracks. The foregoing analysis applies to the plane
strain situation, which is a reasonable approximation for vertical
cracks spreading widely from the horizontal borehole and over the
full depth of the stratum. In an earlier stage (though not right at
the start of cracks from the casing perforated in one direction
only), these cracks are probably better approximated as circular
cracks. Then the problem is approximately axisymmetric.

To examine the broader validity of the foregoing inferences from
thermal stress analogy in plane strain situation, axisymmetric finite
elements are now used to analyze the stability of a system of pri-
mary vertical circular cracks of equal spacing s (Fig. 9), normal to
the direction of perforated horizontal borehole. This is, of course, a
simple idealization of cracks which are surely quite irregular and
may propagate preferentially along pre-existing cemented joints.
Also, for the sake of simple illustration, we treat the shale as iso-
tropic, knowing that the orthotropy of shale would have to be taken
into account for more realistic prediction. The response is assumed
to be symmetric with respect to each crack plane, which is again an
idealized situation obtained for a crack system infinite in the direc-
tion normal to the cracks. For numerical reasons, the body contain-
ing the cracks is assumed to be an infinite cylinder with the borehole
in the axis. Then it is possible to exploit symmetry with respect to
the crack planes and analyze only a slice of the cylinder between
two crack planes. The cylinder radius R¼ 60s, is considered suffi-
ciently larger than the crack radius.

Fig. 9 (a) Idealized circular hydraulic cracks around a horizontal
borehole considered for simple analysis of localization instability
(not to scale) and (b) dimensionless critical crack lengths as a
function of dimensionless applied pressure P1 ¼ ðp0 � rhÞ=E for
different hydraulic pressure profiles shown. The results show that
nearly uniform pressure profiles prevent localization.
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The tectonic minimum principal stress, which is normal to the
cracks, is considered to be rh¼ 40 MPa. The shale is simplified as
isotropic, with Young’s modulus E¼ 37,500 MPa, Poisson ratio
�¼ 0.3, and fracture energy Gf¼ 208 J/m2. It is assumed that
crack radii alternate as a1,a2 as shown in Fig. 9, and that initially
a1¼ a2. The pressure, p0, of the fluid in the borehole is gradually
raised to extend the cracks and various dimensionless pressure
profiles along the radius are assumed to be maintained the same
during the crack growth, given by the equation

Dpðx0Þ¼ 1�x0

D

� �u

ðp0�rhÞ (21)

From the results of the bifurcation analysis, plotted in Fig. 9,
two observations can be made

(1) If the stability of the dense crack system is not unlimited,
an increase of the pressure applied from the borehole tends
to increase the critical crack length at bifurcation and thus
tends to stabilize the distributed crack system, i.e., prevent
crack closing and localization into one crack.

(2) For the pressure profiles with a mild pressure decrease over
the crack length and a steep pressure drop near the crack tip
(u¼ 1/2 or 3/4, top of Fig. 9), the crack system path exhib-
its no bifurcation in the (a1,a2) space, and maintains the
original crack spacing and equal crack length (a1¼ a2)
indefinitely, without localization.

Aside from favorable crack pressure profiles, addition of proppants
(fine sand) and acids to the fracking water are other empirically intro-
duced measures that have been proven to help fracking. It is gener-
ally considered that their purpose is to keep the cracks open during
gas extraction. But not only that. The present analysis shows that the
proppants are also important for preventing or partially limiting crack
localizations during the hydraulic fracturing process.

Why have the acids been found to help gas extraction? This is
also unclear from the mechanics viewpoint. We speculate that the
acids help to loosen the asperities from the crack walls, thus creat-
ing fragments and debris that tend to keep the cracks open during
gas extraction. But again, like the proppants, this not the only role
of acids. Their another role may be partial prevention of crack
localizations by producing more fragments in the cracks.

For a fixed profile, the crack system bifurcation problem
involves five variables: E;C; p; s; a1. Since they involve only 2 in-
dependent dimensions, length and force, the solution must depend
(according to the Vashy–Buckingham theorem of dimensional
analysis) on only 3 dimensionless parameters. They are

P1 ¼
p0 � rh

E
; P2 ¼

a1

s
; P3 ¼

s

l1

l1 ¼
C
E

� �
(22)

where P1 ¼ dimensionless crack pressure, P2 ¼ dimensionless
leading crack length, P3 ¼ dimensionless crack spacing and l1 ¼
characteristic crack spacing. In the cooling problem, there is
always one more parameter P4 ¼ D=s where D is the cooling
front depth; and here, too, there is parameter P4 ¼ x=a1. Mapping
of all possible solutions in terms of these parameters is relegated
to future work. For dense cracks of small enough spacing s (and
also for a larger scale model with smeared joints), the tensile
strength of shale, ft, must also matter, in the sense of the cohesive
crack model, and then there is an additional dimensionless param-
eter P5 ¼ l0=s where l0 ¼ EC=f 2

t ¼ Irwin’s characteristic length
for cohesive (or quasi-brittle) fracture.

5.5 Localization in Pre-Existing System of Natural Cracks
or Rock Joints. The shale mass typically contains one or several
systems of nearly parallel pre-existing natural cracks or joints.
Their typical spacing ranges from 0.1 m to 1 m. Due to tectonic and
overburden pressures, the opposite faces are in perfect contact and
so these opposite cracks and joints cannot serve as conduits for fluid
unless opened up by high enough pressure of the fracking fluid.

Often these natural cracks are filled and cemented by calcite or
other minerals. So, their opening requires a finite fracture energy C,
which may be expected to be smaller than the C of the intact shale.
Then, if they are normal or nearly normal to the minimum principal
stress, the fracking fluid will open them first. Their behavior,
including localization, is similar to new cracks in intact rock.

Some natural cracks might not be cemented by a fill, in which
case their fracture energy C ¼ 0. Does that make such natural
crack system more likely, or less likely, to serve as conduits for
extracting gas?—Little less likely, because the natural cracks,
while easier to open, are slightly more prone to localization.

The bifurcation state that indicates localization is determined
by the vanishing of the second variation d2F (Eq. (11)), which is
independent of whether C is finite or zero. However, there is a dif-
ference in the admissibility of the eigenvector through which the
matrix of F ;ijði; j;¼ 1; 2Þ loses positive definiteness (Eq. (13),
F ;ij ¼ U;ij). As pointed out before, the singularity occurs first
through the vanishing of the determinant of F ;ij. The correspond-
ing eigenvector, ðda1; da2Þ / ð1;�1Þ [28–30], is, in view of Eqs.
(14)–(16), inadmissible for new cracks because their energy
release rate �U,i is nonzero.

However, for uncemented natural cracks such an eigenvector is,
according to Eq. (17), and in absence of proppants admissible, i.e.,
every other crack can start shortening as the others extend (the closed
crack portion is not counted into the crack length). So for natural
cracks, for which C ¼ 0, the localization of parallel cracks will occur
earlier in the fracking process than it will for parallel cracks with
C > 0 in intact rock, in which those cracks localize only later, after
F ;11 vanishes (Eq. (13)), with ðda1; da2Þ / ð1; 0Þ.

5.6 Hierarchical Refinement of Hydraulic Crack System.
A possible idealized picture of crack system development may now
be offered. From the horizontal borehole, the first vertical cracks, or-
thogonal to the borehole, must form at the locations of casing perfo-
rations. In reality, these primary cracks are sure not to be exactly
planar nor exactly vertical, nor exactly circular, since they should
preferably follow the irregular near-vertical rock joints.

Then, in the direction roughly normal to the larger principal tec-
tonic stress rH , one can imagine formation of a system of secondary
vertical cracks of denser spacing, roughly orthogonal to the primary
vertical cracks. These cracks may form again preferentially following
the rock joints or slip faults of roughly that direction. They would
likely start by fluid penetration into the rock inhomogeneities such as
faults, joints, and pre-existing cracks, driven by horizontal tensile
stress parallel to the to the primary crack walls, produced by expan-
sion of the fracking zone under fluid pressure. If a nearly uniform
pressure profile with a steep front can be maintained in these second-
ary cracks, they are likely not to localize and thus maintain their nar-
row spacing (Fig. 10).

It is thus clear that, to explain the known percentage of gas
extraction, a hierarchical multilevel crack system that leads to fine
cracks with the spacing of about 0.1 m must get formed. Since the
initiation of cracks from a smooth surface is governed, according
to the cohesive crack model, by the tensile strength rather than the
fracture energy, tensile stresses parallel to the walls of the higher-
level crack must develop. These horizontal tensile stresses must
be generated as a reaction to the pressurization of a large enough
volume of the fracturing zone in shale. In similarity to what is
known for concrete, the initial spacing of the sublevel cracks
produced by tensile stress along the wall of a higher-level crack is
expected to be roughly equal to the spacing of shale inhomogene-
ities, which is also the spacing of weak spots on the wall.

Although the nearly horizontal bedding planes have the lowest
fracture energy, the cracks cannot follow these planes except if
the fluid pressure exceeds the overburden pressure. Branching at
acute angles at the crack tip is unlikely because one pressurized
branch would shield the other (branching does occur at dynamic
propagation of cracks running at nearly the Raleigh wave speed,
but the overall fracking process, taking several days, is static
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except that local sound-generating dynamic crack jumps occur,
due to inhomogeneities).

6 The Intriguing Prospect of Comminuting Shale

Near Borehole by Shock Waves

Recent years have seen a revival of the idea to stimulate gas
release from shale by shock waves emitted by explosions in the hori-
zontal borehole. Oil companies have been experimenting with vari-
ous types of explosions in the borehole, including electric pulsed arc
[34,35]. Although preliminary studies show that shock waves from
explosions could comminute the shale only in a zone much smaller
than the thickness H of the shale stratum, shock waves could never-
theless help locally in the vicinity of the borehole.

The shock waves would comminute the compressed shale by
high rate shear. To simulate it computationally, a theory inspired by
analogy with turbulence has recently been conceived [36,37]. At
high shear rates, the driving force of comminution under triaxial
compression is not the release of strain energy, as in classical frac-
ture mechanics, but the release of the local kinetic energy of shear
strain rate of particles being formed by interface fracture. It tran-
spired that at shear strain rates >104=s, the local kinetic energy
density exceeds the maximum possible strain energy density (i.e.,
the density at the strength limit) by several orders of magnitude.

Since the formulation involves quantities with both the stress or
energy density (dimension J/m3) and surface energy (dimension
J/m2), there must exist a material characteristic length which gov-
erns the particle size (note that if particle breakage were attributed
to exceeding the strength limit, the particle size would be zero). It
is found that the particle size or crack spacing should be propor-
tional to the �2/3 power of the shear strain rate, and that the com-
minution process is macroscopically equivalent to an apparent
shear viscosity proportional to the �1/3 power of the shear strain
rate. A dimensionless indicator of the comminution intensity was
formulated. The theory was inspired by noting that the local
kinetic energy of shear strain rate plays a role analogous to the
local kinetic energy of eddies in turbulent flow.

7 Key Points and Conclusions

(1) So what makes fracking work? It is: (a) the creation of a
dense system of hydraulic cracks with the spacing of only
about 0.1 m (for the typical permeability considered) and
(b) the prevention or mitigation of the localization insta-
bilities of parallel crack systems.

(2) If the permeability of shale along the bedding layers is
known, the spacing of hydraulic cracks can be estimated

from: (a) the history of gas flux on the surface and (b) the
terminal percentage of gas extracted from the shale stra-
tum (which has been only about 15% or less).

(3) To this end, a good estimate requires a computer program
simulating (a) the gas diffusion from shale layer into par-
allel cracks and (b) the flow of gas bubbles through the hy-
draulic cracks and the pipes.

(4) The key features of flux history whose optimal matching
yields the crack spacing are two: (a) the half-time of flux
rate decay and (b) the time to reach the peak flux rate.

(5) In LEFM, the problems of pressurized cracks and cooling
cracks are perfectly analogous. Whether or not a hydraulic
crack system would localize into sparse wide cracks can
be easily inferred from the previous studies of cooling
cracks (or shrinkage cracks in concrete). For cohesive
cracks, this hydrothermal analogy is only approximate.
The smaller the fracture process zone compared to the
crack spacing, the better is the hydrothermal analogy.

(6) The key to preventing localization is to achieve and
maintain a sufficiently uniform pressure profile, with a
sufficiently steep pressure drop at front. This calls for suf-
ficiently slow rise of pressure at the point of fluid injection
from the perforated casing into the shale mass, which can
be controlled by the pumping rate, corrected for leaks, as
well as by changes of fluid viscosity and the type and con-
centration of proppants.

(7) Aside from the pressure profile, the proppants also help to
prevent or mitigate crack localization instabilities. So do
the fragments created by loosening of asperities from
crack walls (which might be promoted by acids in the
fracking fluid). However, the proppant or fragments can
be only partially effective against localizations since they
cannot prevent partial closing of cracks wider than the
grain or fragment size.

(8) While the pre-existing uncemented (unfilled) natural
cracks or joints are easier to open, they are more prone to
localization and thus are unlikely to be of much help in
achieving the afore-mentioned dense crack spacing.

(9) Computer simulation of hypothetical crack evolution
and pressure profiles based on pumping history may be
expected to help in optimizing the fracking process.

(10) Increasing the densely fractured volume with many nar-
row cracks, at the expense of sparsely fractured volume
with few wide cracks, will also provide environmental
benefits because it will reduce the flowback of contami-
nated water per m3 of gas.

8 Remark on Broader Benefits

Another environmental benefit is a reduction of maximum seis-
micity, because localization instabilities in inhomogeneous rock
can be dynamic and also because in denser crack systems the
dynamic crack extensions tend to be shorter. The suppression of
cracking localization may benefit even more the underground
sequestration of CO2 and other fluids, which is done from vertical
boreholes, is more prone to crack localization and produces higher
seismicity than fracking.
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Fig. 10 Schematic horizontal section showing how a hierarchi-
cal refinement of hydraulic crack system may lead to crack
spacing of about 0.1 m
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Appendix

Expansion of Pressurized Elliptic Hole in Infinite Plane

Linear elasticity is assumed, and thus superposition can be used
to analyze a hole pressurized internally by pressure pf equal to the
difference between the fluid pressure and the average tectonic
pressure (Fig. 3(c)). It is convenient to introduce the elliptic coor-
dinates n and g defined by the following conformal mapping:

z ¼ c cosh f f ¼ nþ ig (A1)
This gives

x ¼ c cosh n cos g y ¼ c sinh n sin g (A2)

where c¼ focal distance. On the ellipse, coordinate n is constant.
The major and minor semi-axes are, respectively, a ¼ c cosh n0

and b ¼ c sinh n0. The stress, strain, and displacement fields can
be described by the following two potentials [24]:

wðzÞ ¼ pf c

2
ðsinh f� cosh fÞ vðzÞ ¼ � pf c

2

2
f cosh 2n0 (A3)

which can be used to calculate the cartesian displacements as
ux þ iuy ¼ 1=2G½ð3� ��Þ=ð1þ ��ÞwðzÞ � z �w0ð�zÞ � �v0ð�zÞ� where
G¼ shear modulus of shale, �� ¼ �=ð� þ 1) for plane strain, and
�� ¼ � for plane stress (closer to present situation) [38]. After
some algebraic manipulations the displacement field under plane
stress can then be described by the following simple equations:

ux ¼
pf c sinh n cos g

2Gð1þ �Þ
Pðn; gÞ � ð1� �Þ coth n

cosh 2n� cos 2g
(A4)

uy ¼
pf c cosh n sin g

2Gð1þ �Þ
Pðn; gÞ � ð1� �Þ tanh n

cosh 2n� cos 2g
(A5)

Pðn; gÞ ¼ ð1� �Þ cosh 2nþ ð1þ �Þ cosh 2n0 � 2 cos�2g

(A6)

To compute the area change, it is now convenient to find displace-
ment un which is the displacement in the direction orthogonal to
the curve n¼ n0. This can be easily found by noting that unþ iug
¼ e�iaðuxþ iuyÞ in which a can be defined by e2ia¼ sinhf=sinh �f.
The result is

un ¼
ux sinh n cos gþ uy cosh n sin gffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1=2ðcosh 2n� cos 2gÞ
p (A7)

Taking advantage of symmetry, one can easily calculate the area
change of the ellipse n¼ n0

DA ¼ 4

ðp=2

0

unðgÞc cosh n0dg (A8)
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