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A B S T R A C T   

We present length scale insensitive phase-field fracture models for brittle and ductile fracture to address the 
deficiencies of widely implemented models which over-estimate crack dissipation. An approach is proposed to 
attain a regularization length scale insensitive mechanical response, which considers a continuous approximation 
of a crack boundary with a function of infinite support. This is in contrast to previous approaches to attain a 
length scale insensitive response which exploited approximations of the crack boundary with functions of finite 
support. The choice of these functions with finite support creates implementational challenges which are avoided 
in the presented quasi-brittle and ductile fracture models with infinite support of the phase-field. The capability 
of these models is demonstrated in several benchmarks with attention given to the sensitivity of the structural 
response with respect to the choice of regularization length scale. The models are validated against a three-point 
bending test on a concrete specimen and an in-plane shear test on a steel specimen.   

1. Introduction 

The ubiquity of damage and fracture as a failure mechanism in 
structural materials has attracted a great deal of attention from engi
neers and academics, giving rise to numerous theories and analyses of 
the phenomenon. The pioneering contributions of Griffith [1] and later 
Irwin [2] to the field of fracture mechanics have since been expanded 
and applied in computational techniques to assess the stability of 
cracked structures and to predict crack growth. These techniques 
include the extended finite element method [3] and remeshing tech
niques [4] to model a discontinuity. However, these techniques require 
external criteria to determine the nucleation site of a crack, the direction 
of crack propagation, and the propagation length of a crack. On the 
other hand, techniques from classical damage mechanics [5] consider 
discontinuities in the displacement field to be smeared (typically over 
the length of a finite element) and do not require external criteria to 
determine how a discontinuity should propagate. Without gradient 
enhancement, these approaches suffer from mesh dependence, espe
cially in cases with curved crack paths [6]. While no single approach has 
become dominant in the field of computational fracture mechanics, the 
focus of the present investigation is the phase-field fracture method, an 
alternative technique which may rectify the issues of the aforemen
tioned approaches. 

The phase-field fracture method builds its foundation on Francfort 
and Marigo’s [7] variational formulation of Griffith’s brittle fracture 
theory and Bourdin’s [8] numerical approach mentioned therein. 
Bourdin’s [8] phase-field approach is based on the concept of Γ – 
convergence in which a smeared crack energy functional converges to 
that of the discrete case as the width (referred to as the characteristic 
damage scale) of the smeared crack zone decreases. In the phase-field 
approach, the smeared crack is represented with an order parameter 
(the phase-field) which, together with an admissible displacement field, 
minimizes the energy functional of a cracked solid. Therefore, the 
method directly reflects the idea of Griffith that a crack is formed such 
that the potential energy of the solid is minimized. In the wake of 
Bourdin’s [9] work, many extensions of the approach to a variety of 
materials, such as ductile [10,11], visco-elastic [12], and heterogeneous 
materials [13] have already been made. 

The original phase-field approach proposed by Bourdin lacks a 
nucleation threshold for the phase-field. This is especially relevant when 
the phase-field is considered irreversible. The reason is that the smeared 
crack energy functional cannot converge to that of the discrete case 
because any amount of strain will force the phase-field to accumulate 
which, in turn, brings the phase-field profile away from the Γ – 
convergent profiles discussed in Bourdin et al. [9]. Furthermore, in cases 
without a long initial crack (relative to the material’s process zone size), 
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the global strength depends strongly on the regularization length. Both 
of these effects lead to a prediction of the mechanical response of a 
structure to be greatly dependent on the regularization length. 

Attempts to reconcile these issues have been proposed by regarding 
the length scale as a material property or via modifications to the energy 
functional. The interpretation of the length scale as a material property 
[14] becomes problematic when the length scale is too large relative to 
the problem geometry, as the representation of the phase-field as a crack 
is lost. Modifications to the energy functional to establish a length scale 
independent strength (that is, a threshold for the accumulation of the 
phase-field) were first explored by Lorentz et al. [15] and later by Wu 
[16] and Geelen et al. [17]. These contributions consider quasi-brittle 
materials, such as concrete, where cohesive tractions exist for a 
considerable distance (which is referred to as the fracture process zone) 
behind the crack tip due to effects such as microcrack nucleation and 
coalescence. These considerations provide a more detailed abstraction 
of failure in brittle materials, which cannot be ignored at smaller length 
scales, compared to the idealization that there are no tractions behind 
the crack tip and that the stress at the crack tip is infinite. The imple
mentation of the quasi-brittle phase-field models overwhelmingly in
volves the use of a strain energy history field [18] to replace the 
variational inequality (resulting from the principle of maximum dissi
pation) that governs the evolution of the phase-field with an equality. 
This approach leads to an undesirable widening of the phase-field pro
file, as is shown in subsequent sections, which leads to an overestimation 
of the amount of energy dissipated due to fracture. On the other hand, 
more rigorous methods, such as penalty [19], active set [20] and 
augmented Lagrangian methods [21], to solve the inequality problem 
have been proposed but have not been widely adopted, especially in 
implementations with commercial programs. This is likely due to the 
additional implementation and computational complexities associated 
with these approaches. 

The phase-field modeling of ductile fracture is complicated by crack 
paths which are not necessarily (and frequently are not) equivalent to 
crack paths of brittle or quasi-brittle fracture. An intricate approach to 
capture many of the stress-state contingencies on material stability was 
developed by Li et al. [22] where stress triaxiality and Lode angle affect 
the initiation and propagation of a crack. However, this model does not 
include the fracture toughness as a material model parameter. Another 
novel ductile fracture model was proposed by Han et al. [23] where the 
elastic strain and plastic dissipation energies are degraded by separate 
phase fields. This model also considers the length scale parameters to be 
material properties. To the best of the authors’ knowledge, the first 
ductile phase-field fracture model to consider a length scale independent 
local strength based on the approach of Lorentz et al. [15] was the model 
proposed by Hu et al. [24]. 

To circumvent the aforementioned issues, we propose an alternative 
coupling between the phase-field and mechanical fields. The proposed 
approach avoids a direct coupling of the elastic strain energy and phase- 
field. Instead, new internal variables are introduced which couple to the 
elastic strain energy and the phase-field where the phase-field controls 
the isotropic contraction of the failure surface associated with the newly 
introduced internal variables. Our proposed approach is just as simple to 
implement as the history field approach, provides an optimal phase-field 
profile, and is able to provide results which are objective with respect to 
the length scale. Further, it can represent quasi-brittle cracking behavior 
where a crack propagates with a tensile, opening character, and ductile 
cracking behavior where a crack propagates with a shearing, sliding 
character. The remainder of the paper is organized as follows. In Section 
2, previous phase-field fracture models are briefly discussed, then, we 
present our formulation of the phase-field fracture model with infinite 
support of the phase-field. In Section 3, we present several numerical 
examples for one-dimensional (1D) and two-dimensional (2D) cases, 
along with experimental verifications of a quasi-brittle 3-point bending 
test and a ductile shear test, as well as a discussion of our results. In 
Section 4, we conclude the paper. 

2. Phase-Field models of fracture 

2.1. Phase-field regularizations of a discrete crack surface 

For a solid domain Ω with a boundary S and a crack, Γ, the surface 
energy functional of the crack, Ψf , is defined as: 

Ψf =

∫

Γ
GcdΓ (1)  

where Gc is the critical energy release rate. The so-called AT-2 
(Ambrosio – Tortorelli) [9] regularization approximates (1) as: 

Ψf ≈

∫

Ω
ψAT2(ϕ)dΩ =

∫

Ω
Gc

(
ϕ2

2L
+

L
2
|∇ϕ|2

)

dΩ (2)  

where ϕ is the crack phase-field and L is the length scale parameter. In 
1D setting, the Euler-Lagrange equation of (2) is given by: 

− L2d2ϕ
dx2 +ϕ = 0 (3) 

which produces the solution: 

ϕ(x) = e−
|x|
L (4)  

where ϕ(0) = 1 and lim
x→±∞

ϕ(x) = 0. On the other hand, the so-called AT- 

1 [25] regularization approximates (1) as: 

Ψf ≈

∫

Ω
ψAT1(ϕ)dΩ =

∫

Ω

3
4

Gc

(
ϕ
L
+

L
4
|∇ϕ|2

)

dΩ (5) 

In 1D, the Euler-Lagrange equation of (5) is given by: 

−
L2

2
d2ϕ
dx2 +1 = 0 (6) 

which produces the solution: 

ϕ(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, x < − L
(

1 −
|x|
L

)2

, − L ≤ x ≤ L

0, x > L

(7)  

where ϕ(0) = 1, ϕ(x > L) = 0, and ϕ(x < − L) = 0. The phase-field 
profile for the AT-1 model is thus a function with the closed support 
[ − L,L]. This feature allows the model to admit a purely elastic domain (ϕ 
remains 0) prior to the development of fracture. In previous models, this 
feature has been exploited to enhance the phase-field fracture approach 
with a nucleation threshold for the phase-field. In all of the phase-field 
regularizations, the solution of ϕ is subject to the constraint that ϕ ∈ [0,
1]. 

2.2. Model A: Phase-field model of brittle fracture based on the AT-2 
regularization 

The earliest of the phase-field fracture models was proposed by 
Bourdin et al. [8] which considered the AT-2 regularization of the crack 
surface. Similar models based on the AT-2 model have been proposed by 
Miehe [26] as well. The mechanical fields, such as displacement, are 
coupled to the phase-field variable through a quadratic degradation 
function, gq(ϕ). The energy density of this kind of model is given by: 

ψ = ψe(ε,ϕ)+ψAT2(ϕ) (8)  

here, we focus on a specification of the energy density which describes 
an elastically isotropic material and allows for the development of 
cracking to distinguish tensile stress states from compressive stress states 
through an additive split of the elastic strain energy into a degraded and 
undegraded component (ψe

0). Many forms of the energy density splitting 
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technique exist and have been reviewed in [27] which discussed the 
merits and drawbacks of several approaches. For simplicity, we focus on 
the following split technique to recover the Rankine, or maximum 
principal stress, yield criterion. ε is the engineering (small) strain and ψe 

is the elastic strain energy density which is given as: 

ψ e = ψe
0 +
[
gq(ϕ) − 1

]
ψ e(ε) (9)  

gq(ϕ) = (1 − ϕ)2 (10)  

ψ e
0 =

1
2

KI1(ε)+2GJ2(ε) (11)  

ψ e =
1

2(λ + 2μ) < σ1>
2
+ (12) 

This strain energy density considers the maximum principal stress 
criterion for the fracture strength. K and G are the bulk and shear moduli 
of isotropic elasticity while I1 and J2 denote the first invariant and 
second deviatoric invariant respectively. λ and μ are the Lame parame
ters and σ1 is the undamaged first principal stress given by: 

σ1 = (λ+ 2μ)ε1 + λε2 + λε3 = (λ+ 2μ)ε : (e1 ⊗ e1) + λε :(e2 ⊗ e2) + λε
: (e3 ⊗ e3)

(13)  

where εi are the principal strains and ei are the principal directions. 
Furthermore, 〈x〉+ = 1

2 (|x| +x) and 〈x〉− = 1
2 (|x| − x ); these operators are 

used to prevent crack growth in compression. ε is defined under the 
small displacement assumption, which is considered for the remainder 
of this paper, as: 

ε =
1
2
(∇Tu +∇u) (14)  

where u represents displacement. Considering the elastic strain energy 
(9), the stress is also defined as: 

σ =
∂ψe

∂ε (15)  

which is the definition of stress used throughout the remainder of this 
paper, although the specific form of the elastic strain energy will change. 
For the specific model considered here, the stress is given as: 

σ =
∂ψe

∂ε =
∂ψe

0
∂ε +

[
gq(ϕ) − 1

] ∂ψe

∂σ1

∂σ1

∂ε = C

: ε+
[
gq(ϕ) − 1

]
H(σ1)

[

e1 ⊗ e1 +
λ

2μ + λ
(e2 ⊗ e2 + e3 ⊗ e3)

]

(16)  

where C is the isotropic elastic tensor and H(x) is the Heaviside function. 
The equilibrium equations of the coupled displacement – phase-field 
problems are developed through thermodynamic and variational prin
ciples (discussed in Appendix A) and are given by the following strong 
form equations: 

∇ • σ = 0 (17)  

Φf = − gʹ
q(ϕ)ψ e − Gc

(
ϕ
L
− L∇2ϕ

)

≤ 0, ϕ̇ ≥ 0, ϕ̇Φf = 0 (18) 

Examination of (18) leads to the conclusion that any strain will cause 
ϕ to accumulate. As a matter of fact, the maximum critical local strength, 
σc, in 1D is given in [28]: 

σc =
9
16

̅̅̅̅̅̅̅̅
EGc

6L

√

(19)  

where E is the elastic modulus. Equation (19) shows that as L is made 
smaller, the local strength of the material is predicted to increase. This is 

especially problematic for cases which involve the nucleation of cracks. 
Furthermore, when the development of ϕ is considered to be irrevers
ible, the distribution of ϕ in space will not be the same as the solution 
given in (4), which limits the accuracy of the diffuse approximation 
technique in approximating the surface energy functional of a discrete 
crack. This is because any value of strain energy density greater than 
zero will cause the phase-field to accumulate. 

The constraint of 0 ≤ ϕ ≤ 1 is automatically fulfilled in this model by 
the choice of the quadratic degradation function and the AT-2 regula
rization of the crack surface. However, the constraint ϕ̇ ≥ 0 requires an 
additional strategy. The most common approach to enforce this 
constraint is the so-called history field approach introduced by Miehe 
[26] which replaces ψe in (12) with the following: 

h n+1 = max(ψe
n+1, h n) (20)  

where n indicates the previous solution increment. Alternatives to this 
strategy include the penalty method [19], Lagrange multiplier method 
[29], or the augmented Lagrangian method [21]. The use of the history 
field approach greatly simplifies the finite element implementation of 
the model because it allows (15) to be written as an equality: 

gʹ
q(ϕ)h n+1 +Gc

(
ϕ
L
− L∇2ϕ

)

= 0 (21)  

Remark. In Bourdin’s original model [8], a fully damaged portion of 
material is considered with ϕ = 0 and the fully intact material is considered 
with ϕ = 1. Most of the phase-field fracture literature considers the opposite. 
Therefore, in our presentation of the model, we re-write the equations so that 
ϕ = 0 represents the fully intact material while ϕ = 1 represents the fully 
damaged material. Furthermore, Bourdin’s original model does not distin
guish the effect of compressive and tensile stress states and the first principal 
stress as (12) does; instead in the original model the entirety of the elastic 
strain energy was multiplied by gq(ϕ). We have included the split strain en
ergy density function to recover the maximum principal stress criterion and to 
maintain consistency with the other models presented here. 

2.3. Model B: Phase-field model of quasi–brittle fracture 

To the best of our knowledge, Lorentz et al. [15,30] was the first to 
develop a formulation that guarantees a length scale independent local 
strength. The model of Lorentz et al. [30] also considers the AT-1 reg
ularization of the crack surface which is coupled to mechanical fields 
through a rational degradation function, gr(ϕ). The free energy density 
of the solid is given by: 

ψ = ψe(ε,ϕ)+ψAT1(ϕ) (22)  

here ψe, the elastic strain energy, is given as: 

ψe = ψ e
0 + [gr(ϕ) − 1 ]ψe(ε) (23)  

gr(ϕ) =
(1 − ϕ)2

(1 − ϕ)2
+ mϕ(1 + ϕ)

(24)  

m =
3Gc

4Lψc
(25)  

where ψc is the maximum elastic strain energy the material can sustain. 
Furthermore, to ensure the convexity of gr(ϕ), m must be greater than 3. 
This restriction on m places an upper bound restriction on the choice of L 
in the form of L ≤ Gc

4ψc 
, which may limit the applicability of the model to 

large domains. 
Thermodynamic and variational arguments discussed in Appendix A 

provide the following strong form equations in Ω: 
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∇ • σ = 0 (26)  

Φf = − gʹ
r(ϕ)ψ

e −
3
4
Gc

(
1
L
−

L
2
∇2ϕ

)

≤ 0, ϕ̇ ≥ 0, ϕ̇Φf = 0 (27) 

And the weak form equations: 
∫

Ω
σ : δε(u)dΩ −

∫

S
t • δudS = 0 (28)  

∫

Ω
− gʹ

r(ϕ)ψeδϕ −
3
4

Gc

(
1
L

δϕ+
L
2
∇ϕ • ∇δϕ

)

dΩ ≤ 0 (29)  

where δ indicates a variation. 
A closer examination of (25) reveals how this model considers a local 

strength which is independent of the length scale. Prior to the devel
opment of any damage, ϕ is homogeneous and 0. Considering a 1D 
scenario and inserting ϕ(x) = 0 into (27) yields: 

gʹ
r(0)ψe +

3Gc

4L
= −

3Gc

4Lψc
ψe +

3Gc

4L
≤ 0 (30)  

when ψe < ψc, the satisfaction of (27) as an equality would require ϕ to 
become negative, which violates the condition that ϕ̇ ≥ 0. Therefore, in 
the absence of pre-existing damage, when ψe < ψc, ϕ must be 0. This 
feature gives the model a strain energy-based threshold on the accu
mulation of ϕ which is independent of the length scale, L. In other words, 
in order for ϕ to grow, ψe must be greater than ψc. 

The Karush-Kuhn-Tucker constraints are typically dealt with by 
replacing ψe in (27) with the following, as has been done by [17,31–35]: 

ψTh = max(ψ e,ψc) (31)  

With the history field approach, we consider: 

h n+1 = max(ψTh, h n) (32) 

so that the final form of the governing equations in strong form only 
involve equalities which read: 

∇ • σ = 0 (33)  

gʹ
r(ϕ)h n+1 +

3
4

Gc

(
1
L
−

L
2
∇2ϕ

)

= 0 (34) 

However, this modification leads to a variational inconsistency and 
creates new issues. To see this, (34) is solved in 1D with the domain and 
boundary conditions as depicted in Fig. 1. In this example, L is 1 mm and 
ψc is 2.15 MPa. 

In Fig. 1, the solution for ϕ(x) depends on the value of m. Further
more, the solution only gets close to the analytically derived, Γ – 
convergent distribution of ϕ given in (7) when m is sufficiently large. 
The consequence is that for smaller values of m, the approximation to 
the surface energy given in (5) will be inaccurate. An alternative method 
to enforce the variational inequality can be developed using, for 
example, the penalty method [19]. Although this simple approach can 
reproduce the analytical profile in (7) for any value of m, the determi
nation of the penalty stiffness requires problem dependent tuning. This 
is because a sufficiently high value of the penalty stiffness is required to 
adequately enforce the constraint, meanwhile, too high of a penalty 
stiffness makes convergence of the nonlinear solver challenging. This 
characteristic also applies to augmented Lagrangian approaches. Both 
approaches lead to implementational challenges and robustness issues. 
As a result of these numerical issues, the constraint enforcement strategy 
of (31 – 34) has been overwhelmingly used in the phase-field fracture 
literature and little attention has been given to the issue arising in Fig. 1. 

2.4. Model C: Proposed phase-field model for quasi-brittle fracture 

Before introducing the newly developed model, we recall the issues 
with the other approaches that have been discussed. In Model A, the lack 
of a nucleation threshold causes the local material strength to be 
dependent on the regularization length scale and the phase-field profile 
will differ from the optimal profile of Eq. (4). In Model B, the optimal 
phase-field profile of Eq. (7) cannot be reproduced with smaller values of 
the parameter m. To overcome these issues, we developed a model 
where the phase-field is not directly coupled to the momentum balance. 
Instead, an additional internal variable subject to loading and unloading 
conditions affects the material stiffness. Specifically, we consider the 
following energy density: 

ψ(u, γ,ϕ) = ψe(ε, γ)+ψγ(γ,ϕ)+ψAT2(ϕ) (35)  

where ψγ is a damage energy density and γ is a new variable which 
represents an equivalent strain normalized to a critical strain, as will be 
further developed. The elastic strain energy is given by: 

ψe = ψ e
0 +

[
1

γ + 1
− 1
]

ψ e(ε) (36) 

And ψγ is given by: 

ψγ = gq(ϕ)ψcγ (37) 

Thermodynamic and variational arguments discussed in Appendix B 
provide the following strong form equations in Ω: 

∇ • σ = 0 (38)  

Φγ =
1

(γ + 1)2ψe − gq(ϕ)ψc ≤ 0, γ̇ ≥ 0, γ̇Φγ = 0 (39)  

Φf = − gʹ
q(ϕ)ψcγ − Gc

(
ϕ
L
− L∇2ϕ

)

≤ 0, ϕ̇ ≥ 0, ϕ̇Φf = 0 (40) 

And the weak form equations: 
∫

Ω
σ : δε(u)dΩ −

∫

S
t • δudS = 0 (41)  

∫

Ω

(
1

(γ + 1)2ψe − gq(ϕ)ψc

)

δγdΩ ≤ 0 (42)  

Fig. 1. (a) Domain and boundary conditions. (b) ϕ(x) with varying values of Gc 

to see the effect of an increasingly large value of m. For Gc = 9,90, and 900 N/ 
mm, m = 3.14, 31.4, and 314, respectively. 
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∫

Ω
gʹ

q(ϕ)ψcγδϕ+Gc

(
ϕ
L

δϕ+ L∇ϕ • ∇δϕ
)

dΩ ≤ 0 (43) 

The calculation of γ in a time discrete setting is provided by a pre
dictor–corrector scheme: 

γtr =

̅̅̅̅̅
ψ e

√
−

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
gq(ϕ)ψc

√

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
gq(ϕ)ψc

√ (44)  

where γtr is explicitly calculated by solving (38) set equal to 0 for γ. 
Then, 

γn+1 = max(max(γtr, γn),0 ) (45)  

where γn+1 denotes the current value of γ and γn denotes its previous 
value. (44) and (45) imply that γ will only be non-zero when ψe exceeds 
ψc. This property naturally places a threshold on the accumulation of ϕ 
since the term gq́(ϕ)ψcγ in (40) will be 0 when ψe < ψc. Furthermore, 
irreversibility of the phase-field is automatically guaranteed through the 
irreversibility of γ. Additionally, no special treatment is required for the 
equilibrium equation of the phase-field since the AT-2 regularization 
was adopted which produces the profile of (4). With these properties, 
the inequality constraints in (40) are always fulfilled as long as the 
constraints on γ are fulfilled. Therefore, ϕ can be directly calculated from 
the following equality: 

gʹ
q(ϕ)ψcγ +Gc

(
ϕ
L
− L∇2ϕ

)

= 0 (46) 

To gain some intuition for the model, we consider the 1D scenario 
with the assumption of a monotonically increasing strain. Then, (39) 
simplifies to: 

Φγ =
1

(γ + 1)2

(
1
2

Eε2
)

− gq(ϕ)
(

1
2

Eε2
c

)

≤ 0, γ̇ ≥ 0, γ̇Φγ = 0 (47)  

where σc is the maximum stress attained by the material, E is Young’s 
Modulus, and εc = σc

E . Because we have restricted ourselves to a mono
tonically increasing strain, γ can be written as: 

γ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ε −
̅̅̅̅̅̅̅̅̅̅̅
gq(ϕ)

√
εc

̅̅̅̅̅̅̅̅̅̅̅
gq(ϕ)

√
εc

=
ε − (1 − ϕ)εc

(1 − ϕ)εc
; ε > εc

0; ε ≤ εc

(48)  

γ can now be interpreted as a strain normalized to a critical strain. The 
stress can then be written as: 

σ =

(
1

γ + 1

)

Eε =

{
(1 − ϕ)Eεc; ε > εc

Eε; ε ≤ εc
(49) 

Therefore, when the phase-field is neglected, the model features a 
stress–strain relation that is linear until the strain reaches εc and then, 
the stress plateaus at σc. With the phase-field, the stress decreases from 
σc by a factor of gq(ϕ) until reaching 0 when ϕ = 1. The homogeneous 
stress–strain response for this model can be calculated by setting ∇2ϕ to 
0 in (45). Then, we have: 

(ϕ − 1)Eε2
c γ +Gc

ϕ
L
= 0 (50) 

Inserting the non-zero subset of γ from (48) into (50) yields a rela
tionship for ϕ: 

ϕ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

1; ε ≥
Gc

LEεc

Eε2
c − Eεcε

Eε2
c −

Gc

L

; εc < ε <
Gc

LEεc

0; ε ≤ εc

(51) 

(51) can then be inserted back into (49) to produce the homoge
neous, 1D stress–strain response: 

σ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0; ε ≥
Gc

LEεc

Eεc

Gc

L
− Eεcε

Gc

L
− Eε2

c

; εc < ε <
Gc

LEεc

Eεcε; ε ≤ εc

(52) 

Which corresponds to a situation of linear softening. 

2.5. Model D: Phase-field model of ductile fracture 

Having established the importance of including a threshold for 
damage, attention is given to the phase-field models of ductile fracture 
which are based on the model of Lorentz et al. [30]. To the best of our 
knowledge, Hu et al. [24] was the first to consider ductile fracture with a 
rational degradation function and the AT1 crack energy density. The 
free energy density of the elastic–plastic-fracturing solid with a rational 
degradation function and AT1 crack energy density is given by: 

ψ = ψe(ε, εp,ϕ)+ψp(α,ϕ)+ψAT1(ϕ) (53)  

where α is the equivalent plastic strain, and ψp is the plastic energy 
density which is given as: 

ψp = gr(ϕ)ψp (54)  

ψp =

∫ α

0
σy(α)dα (55)  

here, σy(εp) is the yield strength. The elastic strain energy is given by: 

ψe = ψ e
0 + [gr(ϕ) − 1 ]ψe(ε) (56)  

εe = ε − εp (57)  

εp = α ∂Φp(σ)
∂σ (58)  

where εp is the plastic strain tensor, and Φp(σ) is the equivalent stress for 
plastic deformation which is given as the von Mises yield surface: 

Φp =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− gr(ϕ)σy(α) (59)  

where J2 is the second invariant of the deviatoric stress. 
Thermodynamic and variational arguments discussed in Appendix A 

provide the following strong form equations in Ω: 

∇ • σ = 0 (60)  

Φp =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− gr(ϕ)σy(α) ≤ 0, α̇ ≥ 0, α̇Φp = 0 (61)  

Φf = − gʹ
r(ϕ)(ψe + ψp) −

3
4
Gc

(
1
L
−

L
2
∇2ϕ

)

≤ 0, ϕ̇ ≥ 0, ϕ̇Φf = 0 (62) 

And the weak form equations: 
∫

Ω
σ : δε(u)dΩ −

∫

S
t • δudS = 0 (63)  

∫

Ω

( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− gr(ϕ)σy(α)

)
δαdΩ ≤ 0 (64)  

∫

Ω
gʹ

r(ϕ)(ψ
e +ψp)δϕ+

3
4

Gc

(
1
L

δϕ+
L
2
∇ϕ • ∇δϕ

)

dΩ ≤ 0 (65) 

Taking a similar constraint enforcement strategy to the one given in 
(31–32), the history field approach is used to re-write (65) as an 
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equality: 

gʹ
r(ϕ)(h n+1)+

3
4
Gc

(
1
L
−

L
2
∇2ϕ

)

= 0 (66)  

h n+1 = max(ψTh, h n) (67)  

ψTh = max(ψ e + ψp,ψc) (68) 

This produces the same problem with the phase-field profile that was 
discussed in sub-section 2.3, where the computed profile can only 
recover the quadratic profile from (7) when m→∞. Meanwhile, the 
inequality constrained problem of (64) can be solved using a return 
mapping scheme as discussed in [36]. 

2.6. Model E: Proposed phase-field model of ductile fracture 

To model fractures which have a ductile, sliding character, a similar 
approach to the quasi-brittle case is taken. The free energy density is 
taken as: 

ψ = ψ e(ε, εp, εs)+ψp(α)+ψ s(s,ϕ)+ψAT2(ϕ) (69)  

here, s is an equivalent inelastic strain that represents localized shear or 
sliding, εs is the inelastic strain tensor associated with this localized 
sliding and ψs will be referred to as the sliding energy density. 
Furthermore, εs is constructed as a deviatoric tensor and is only non-zero 
during softening to elicit a sliding type of response. The elastic strain 
energy is given as: 

ψ e =
1
2

KI2
1(εe)+2GJ2(εe) (70)  

εe = ε − εp − εs (71) 

The plastic energy density, ψp, is given as: 

ψp =

∫ α

0
σy(α)dα (72) 

The sliding energy density, ψ s, is given as: 

ψ s = gq(ϕ)τcs (73)  

where τc is a critical stress to initiate a sliding type of fracture. Ther
modynamic and variational considerations discussed in Appendix C 
provide the following strong form equations in Ω: 

∇ • σ = 0 (74)  

Φp =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− σy(α) ≤ 0, α̇ ≥ 0, α̇Φp = 0 (75)  

Φs =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− gq(ϕ)τc ≤ 0, ṡ ≥ 0, ṡΦs = 0 (76)  

Φf = − gʹ
q(ϕ)τcs − Gc

(
ϕ
L
− L∇2ϕ

)

≤ 0, ϕ̇ ≥ 0, ϕ̇Φf = 0 (77) 

And the weak form equations: 
∫

Ω
σ : δε(u)dΩ −

∫

S
t • δudS = 0 (78)  

∫

Ω

( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− σy(α)

)
δαdΩ ≤ 0 (79)  

∫

Ω

( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− gq(ϕ)τc

)
δsdΩ ≤ 0 (80)  

∫

Ω
gʹ

q(ϕ)τcsδϕ+Gc

(
ϕ
L

δϕ+ L∇ϕ • ∇δϕ
)

dΩ ≤ 0 (81) 

The inequality constrained problems of (79) and (80) are solved 

using the return mapping procedure found in [36]. Similar to the case of 
Model C, the inequality constraints in (81) are always fulfilled as long as 
the constraints on s are fulfilled. Therefore, (81) can be re-written as an 
equality: 

gʹ
q(ϕ)τcεs +Gc

(
ϕ
L
− L∇2ϕ

)

= 0 (82) 

Furthermore, with the omission of ψp from the energy density (69), 
material behavior similar to the one in Fei et al. [34,35],which was 
developed for sliding failures in geomaterials, can be recovered. 

To gain some insight, we will consider a 1D case with the omission of 
ψp with a monotonically increasing strain. Furthermore, we will focus on 

the case of ε >
(

τc
E

)
= εc. (74) simplifies to: 

E(ε − s) − gq(ϕ)τc = 0 (83) 

And so s can be written as: 

s = ε − (1 − ϕ)2εc 

For the case of the homogeneous response, (82) can be written as: 

2(ϕ − 1)τcs+
Gcϕ
L

= 0 (84)  

2(ϕ − 1)τc

[
ε − (1 − ϕ)2εc

]
+

Gcϕ
L

= 0 

Which can be solved for ϕ by the cubic formula: 

ϕ = 1+

[

q +
(

q2 + (r − 1)3
)1

2
]1

3
+

[

q −
(

q2 + (r − 1)3
)1

2
]1

3
(85a)  

q = 1+
1
6

(
6ε
εc

−
3Gc

2Lτcεc
− 12

)

(85b)  

r =
1
3

(
Gc

2Lτcεc
−

ε
εc
+3
)

(85c) 

Then, σ for the softening branch of the stress–strain curve can be 
written as: 

σ =

([

q +
(

q2 + (r − 1)3
)1

2
]1

3
+

[

q −
(

q2 + (r − 1)3
)1

2
]1

3
)2

τc (86)  

Remark. Although the von Mises criterion is adopted for both yield sur
faces, this choice is made only for simplicity in the stress integration pro
cedure. Furthermore, Φp and Φs do not need to be the same; for example, the 
Hill-48 criterion [37] could be chosen for Φp while the Mohr-Coulomb cri
terion [38] could be chosen for Φs. Ultimately, the choice of these should be 
motivated by the specific material in question. 

2.7. Software implementation and solution scheme 

The models B, C, D and E are discretized and solved with the finite 
element method through the COMSOL Multiphysics software. In all of 
the implemented models, both the displacement and phase-field weak 
form equations (26, 27, 41, 43, 63, 65, 78, 81) are discretized with linear 
Lagrange elements by the Galerkin method. Specifically, the mechanical 
sub-problem is implemented via the “Solid Mechanics Module” while 
the phase-field sub-problem is implemented via the “Weak Form PDE 
Module”. 

In some problems, an indirect displacement control technique was 
used to resolve the snap back in the force–displacement response. In 
order to apply the indirect displacement control, two nodes opposite to 
the crack face are chosen so that the difference in their displacement 
values (ua and ub) is the crack opening displacement (COD). A constraint 
on the crack opening displacement is introduced as: 
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g(u) = ua − ub − COD = 0 (87) 

Meanwhile, an unknown load, P is applied to an edge of the domain, 
S. The equilibrium equation for u is: 
∫

Ω

δψ
δu

(u,⋯)δudΩ −

∫

S
P • δudS = 0 (88)  

P can then be determined by solving (87) in conjunction with (88). More 
sophisticated path following constraints have been developed in [39] 
and [40] where the global rate of energy dissipation is controlled and 
used as a path following constraint. The approach taken here is different 
from these approaches in that we are only setting a constraint on a set of 
nodes on opposite sides of a crack face instead of a global constraint on 
the entire volume. 

Further, the staggered solution scheme developed in [26] is used in 
all examples for its robustness. In the implemented staggered scheme, 
the problems are solved sequentially in the order of the equilibrium 
equation for ϕ and then the equilibrium equation u. The staggered solver 
is given 10 iterations in each load increment. Furthermore, the solution 
of the nonlinear equilibrium equations for ϕ and the displacements were 
achieved through the standard Newton – Raphson method with a 
maximum of 20 iterations. If the solver does not converge after taking 
this many increments, the load increment is cut in half and re-solved. 

3. Results and discussion 

3.1. Homogeneous stress strain response 

To demonstrate the stress–strain relations of the proposed phase- 
field fracture models (Models C and E), a case of homogeneous strain 
is considered. The model parameters for the quasi-brittle case are pre
sented in Table 1. For the quasi-brittle case (Model C), the strain energy 
threshold, ψc, is set so that 1D fracture strength, σf , is 360 MPa by the 
relation: 

ψc =
σ2

f

2(2μ + λ)
(89) 

Furthermore, for the ductile case, a linear strain hardening behavior 
is adopted, and the yield stress is given by: 

σy(α) = σy0 +Hmα (90)  

where σy0 is the initial yield stress and Hm is the linear hardening 
modulus. 

The stress–strain relations and unloading behaviors corresponding to 
these material parameters are plotted in Fig. 2. 

The stress strain relations and unloading behaviors for Model B (the 
quasi-brittle model proposed by Geelen et al. [17]) and Model D (the 
ductile model proposed by Hu et al. [24]) are also shown in Fig. 3. The 
material properties for the quasi-brittle models are the same. For the 
ductile model, ψc is set so that the maximum stress matches τc by the 
following relation: 

ψc =

(
τc − σy0

)2
+ 2σy0

(
τc − σy0

)

2Hm
+

τ2
c

2E
(91) 

The proposed quasi-brittle stress–strain relation exhibits a linear 
softening behavior while Model B produces an exponential softening 
behavior. For both of the models, the unloading behavior is the same. On 
the other hand, for the ductile scenario, the proposed model does not 
reduce the elastic modulus during the damaging phase and inelastic 

Table 1 
Material properties for quasi-brittle case.  

Property Value 

Young’s Modulus,E 210 GPa 
Fracture Strength,σf 360 MPa 
Critical Energy Release Rate, Gc 2 N/mm  

Fig. 2. Homogeneous stress strain curves produced by the proposed (a) quasi-brittle model (Model C) and (b) ductile model (Model E).  

Fig. 3. Homogeneous stress strain curves produced by (a) Model B and (b) Model D.  
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strain accumulates. Meanwhile, Model D produces a behavior of 
simultaneously reduced elastic modulus and inelastic strain 
accumulation. 

3.2. 1D examples 

A series of 1D examples are presented to illustrate the differences 
between the proposed phase-field fracture models (models C and E) and 
models B and D. 1D problems consist of a bar with a reduced cross 
section in the center to promote crack nucleation in the center of the bar. 
A schematic of the bar is shown in Fig. 4. The material properties from 
Table 1 and Table 2 are considered for the quasi-brittle and ductile 
scenarios, respectively. 

The bar is meshed with a uniform element size of 0.0125 mm. In all 
of these cases, an indirect displacement control technique is used to 
trace the equilibrium path of scenarios involving snap-back. Specif
ically, P was computed such that the opening displacement increased 
linearly with the number of loading increments. It should be noted that 
the difference in u(x = 10.0125mm) and u(x = 10mm) is considered to 
measure the opening displacement. 

First, the two quasi-brittle models are demonstrated across a variety 
of regularization lengths. The resulting stress-displacement responses 
are shown in Fig. 5. 

Although Model B shows little sensitivity to the choice of the regu
larization length, there are slight differences between the curves, while 
the curves obtained by the proposed model (Model C) are virtually 
indistinguishable from each other. The phase-field profiles shown on 
Fig. 6 provide some insight to this difference. 

The phase-field profile produced by Model B is noticeably thicker 
than the optimal, Γ- convergent profile of Equation (7). This is rooted in 
the same issue discussed in Section 2.3. This introduces error to the 
approximation of the crack surface energy which results in length scale 
sensitivity in the softening regime of the stress-displacement response. 
Next, the ductile scenario is considered, and the stress-displacement 
responses are shown in Fig. 7. 

Once again, the stress-displacement responses of the proposed model 

Fig. 4. Schematic and boundary conditions of 1D examples.  

Table 2 
Material properties for ductile case.  

Property Value 

Young’s Modulus,E 210 GPa 
Plastic Yield Stress,σy0 150 MPa 
Linear Hardening Modulus,Hm 10 GPa 
Critical Stress,τc 250 MPa 
Critical Energy Release Rate,Gc 9 N/mm  

Fig. 5. Stress-displacement response of the quasi-brittle 1D tests: (a) Model B and (b) Model C (our proposed phase-field model for quasi-brittle fracture).  

Fig. 6. Phase-field profiles. (a) Model B for L = 1.5mm. (b) Model C for L = 1.5mm.  
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Fig. 7. Stress-displacement response of the ductile 1D tests: (a) Model D proposed by Hu et al. [24] (b) Model E (our proposed model).  

Fig. 8. (a) Mesh and Boundary Conditions. (b) Phase-field profile computed with model B taking L = 1 mm. (c) Phase-field profile computed with model C taking L =
1 mm. (d) Stress-Crack Opening Displacement predicted by model B. (e) Stress-Crack Opening Displacement predicted by model B. Mechanical response predicted by 
model C. (f) Stress-Displacement response predicted by model B. (g) Stress-Displacement response predicted by model C. 
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(Model E) across several regularization lengths are indistinguishable. 
Meanwhile, Model D displays a greater sensitivity to the regularization 
length. The sensitivity here is rooted in the same issue that affected 
Model B where the AT-1 crack profile cannot be reproduced when m is 
too small. Furthermore, it can be seen that as m is increased by 
decreasing the regularization length, the stress-displacement curves 
begin to converge. 

3.3. 2D quasi-brittle examples 

Having established the effectiveness of the proposed quasi-brittle 
model in 1D, attention is given to the performance in 2D and its capa
bility to reproduce the mechanical response of a concrete beam. First, we 
compare the effect of the regularization length on the proposed model 
(Model C) and that of Model B. To this end, a plane stress tensile test on a 
rectangular domain with dimensions of 200 by 100 mm with a 4 mm 
edge crack with the same material parameters considered in the quasi- 
brittle 1D examples, along with a Poisson ratio of 0.3 is considered. 
Once again, an indirect displacement control technique is used where 
the load is computed such that a constraint on the crack opening 
displacement is satisfied. The mesh and boundary conditions, as well as 
the phase-field profiles and load–displacement curves are shown in 
Fig. 8. The strength predictions are also compared to the numerical 
predictions from a cohesive zone model with linear softening considered 
by Suo [41] as well as the analytical predictions of strength resulting 
from the Dugdale [42] cohesive zone model considered by Cottrell [43]. 
The strength (σc) predicted by the Cotrell model (for an infinite plate) is 
given as: 

σc =
2
πσf arccos

[

exp

(

−
πEGc

8σ2
f a

)]

(92)  

where σf is the cohesive strength and a is the half crack length. 
The proposed model shows virtually no effect of the regularization 

length on the load–displacement response and converges to the same 
strength prediction resulting from Suo’s [41] cohesive zone modeling. 
Meanwhile, Model B shows a slight difference in the predicted strength 
and failure displacement. Additionally, the two models predict slightly 
different strengths. This effect can be attributed to the difference in 
softening responses at the level of a volume element shown in Figs. 2 and 
3. 

Next, attention is given to the capability of the proposed model to 
capture the mechanical response of a concrete beam under bending. This 
experiment was presented by Rots [44] and consists of a 450 mm by 100 
mm concrete specimen with an edge notch which is 50 mm deep and 5 
mm wide. Furthermore, a state of plane stress is assumed in the simu
lations. The mesh and boundary conditions, as well as the phase-field 
profiles and load–displacement curves are shown in Fig. 9. The mate
rial properties used for this example are presented in Table 3. Although 
the elastic properties are the same, the damage properties had to be 
calibrated and differ from those used by Rots [44] because an expo
nential softening relationship was considered there to calibrate the 
damage properties. 

Once again, the load displacement curves are indistinguishable 
across the two values of the regularization length. Furthermore, the 
proposed model is able to predict the strength of the concrete specimen. 
Although the softening portion of the load–displacement curve falls 
slightly outside of the experimental range, it is likely that more cali
bration or slight modifications to the model could bring the softening 
prediction closer to the experimental range (specifically regarding the 
shape of the softening regime in the local stress–strain response). 

3.4. 2D ductile fracture examples 

Next, we consider the ductile case in 2D. First, the direct shear of a 
notched plate is considered, and the proposed ductile fracture modeling 
approach (Model E) is compared to the one proposed by Hu et al. [24] 
(Model D). Specifically, the cross section considered in this example 
measures 50 mm by 15 mm with two symmetric edge notches which are 
5 mm deep and 2.5 mm wide. A state of plane strain is assumed. 
Furthermore, the material properties are taken to be identical to those in 
the 1D ductile examples with a Poisson ratio of 0.3. The mesh and 
boundary conditions, as well as the phase-field profiles and 
load–displacement curves are shown in Fig. 10. 

Similar to the quasi-brittle case, the proposed model shows no 
sensitivity to the choice of regularization length. On the other hand, the 
model, proposed by Hu et al. [24], which combines a rational degra
dation function and AT-1 crack regularization produces a regularization 
length dependent load–displacement response. 

Next, a case of tension is considered with the same material prop
erties. A plane strain strip which has dimensions of 10 mm by 50 mm 
with a 1 mm radius notch located in the lower right corner of the strip is 
considered. The mesh and boundary conditions, as well as the phase- 
field profiles and load–displacement curves are shown in Fig. 11. 

The load–displacement curve produced by the proposed ductile 
fracture model is insensitive to the choice of regularization length. 
Furthermore, because the plane of maximum shear stress is 45 degrees 
from the loading axis, we expect a ductile fracture to develop with a 
slanted orientation close to the plane of maximum shear. The proposed 

Fig. 9. (a) Mesh and Boundary Conditions. (b) Phase-field profile computed 
with model C taking L = 2.5 mm. (c) Mechanical response predicted by 
model C. 

Table 3 
Material properties for quasi-brittle beam.  

Property Value 

Young’s Modulus,E 20 GPa 
Poisson Ratio,ν 0.2 
Fracture Strength,σf 2 MPa 
Critical Energy Release Rate, Gc 0.08 N/mm  
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model is capable of predicting this phenomenon. 
Finally, we consider the shear fracture experiment of a steel sheet 

conducted by Khameneh et al. [45]. A state of plane stress is assumed 
and the mesh and boundary conditions, as well as the phase-field profile 
and stress-displacement curve are shown in Fig. 12. A piecewise linear 
hardening model is adopted for the plastic hardening response. The 
material parameters used are presented in Table 4 and Table 5. 

The proposed approach to model ductile fracture is capable of pre
dicting the experimentally observed stress-displacement response. As 
expected, the crack nucleates and propagates almost parallel to the 
loading axis because the plane of maximum shear stress exists approx
imately parallel to the loading direction for this specimen’s geometry. 
Furthermore, unlike the ductile fracture models proposed by Ambati 
et al. [46] and Mueller et al. [47], which do not feature a damage 
threshold, the plastic properties of the material can be calibrated inde
pendent of the phase-field model. This feature of the proposed model 
makes the model calibration with a real material behavior significantly 
easier. 

4. Conclusion 

A critical analysis of the existing phase-field approaches for quasi- 

brittle and ductile fracture was presented, and two alternative phase- 
field approaches were developed and advanced in this contribution. 
The developed approaches do not rely on the phase-field profile to set a 
threshold for the nucleation of the phase-field. Instead, additional 
dissipation terms are introduced to the energy functional which allow 
for the definition of a stress or strain-based threshold in conjunction 
with the use of the AT-2 regularization (Ambrosio – Tortorelli) [9]. This 
approach eliminates the need for the enforcement of the irreversibility 
constraint on ϕ or the ϕ ≥ 0 constraint in the equilibrium equation for 
the phase-field by means of the history field, penalty, or Lagrange 
multiplier methods. Instead, the proposed modelling approach takes a 
simpler approach which enforces irreversibility constraints on two 
additional internal variables which are updated by explicit closed form 
evolution equations. This, in turn, leads to a solution process where the 
irreversibility constraint on ϕ is fulfilled by solving a single equality. 
Furthermore, the approach does not restrict the choice of regularization 
length scale parameter, as is necessitated by previous models [13–15], 
which makes the proposed method attractive for use in larger scale 
scenarios. Additionally, the automatic satisfaction of the constraints on 
the phase-field makes the proposed method simple for implementation 
in commercial finite element programs. 

The proposed approach was able to reproduce experimental results 

Fig. 10. (a) Mesh and Boundary Conditions. (b) Phase-field profile computed with model D taking L = 1 mm. (c) Phase-field profile computed with model D taking L 
= 0.5 mm. (d) Phase field profile computed with model E taking L = 1 mm. (e) Phase-field profile computed with model E taking L = 0.5 mm. (f) Mechanical response 
predicted by model D. (g) Mechanical response predicted by model E. 
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in both quasi-brittle and ductile fracture. Furthermore, the mechanical 
response predictions were not particularly sensitive to the choice of the 
regularization length scale parameter. This represents an important 
feature of the model since the regularization length can be chosen as a 
numerical parameter which depends on mesh size as opposed to a ma
terial parameter. 
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Fig. 11. (a) Mesh and Boundary Conditions. (b) Phase-field profile computed with model E taking L = 0.5 mm. (c) Phase-field profile computed with model E taking 
L = 1 mm. (d) Mechanical response predicted by model E. 

Fig. 12. (a) Mesh and boundary conditions. (b) Phase-field profile. (c) Experimental crack path. (d) Comparison of predicted and experimental stress- 
displacement response. 

Table 4 
Material and model properties for steel sheet.  

Property Value 

Young’s Modulus,E 210 GPa 
Poisson Ratio,ν 0.3 
Critical Stress,τc 1.4 GPa 
Critical Energy Release Rate, Gc 60 N/mm 
Length Scale,L 2 mm  

Table 5 
Plastic hardening curve for steel sheet.  

Plastic Strain Yield Stress 

0 900 MPa 
0.01 1200 MPa 
0.02 1350 MPa 
0.05 1360 MPa  
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Appendix A. . Variational framework for models A, B and D 

Here we present details on the variational structure of the models A, B and D, despite the variationally inconsistent final forms that we have 
implemented. We begin with the assumption that the temperature of our material in question is spatially and temporally constant. The Clausius- 
Duhem inequality [48] can then be written as: 
∫

Ω
(σ : ε̇ − ψ̇)dΩ ≥ 0 (A1)  

where ẋ denotes a time derivative. ψ is the Helmholtz energy density which is given for the general elasto-plastic case as: 

ψ = ψ e(ε, εp,ϕ)+ψp(α,ϕ)+ψ f (ϕ) (A2)  

where ψe is the elastic strain energy, ψp is the plastic energy density, and ψ f (ϕ) is the crack energy density which can be of the AT1 or AT2 type. By 
inserting (A2) into (A1) we arrive at the expression: 
∫

Ω
−

[
∂ψe

∂εp : ε̇p
+

∂ψp

∂α α̇+

(
∂ψe

∂ϕ
+

∂ψp

∂ϕ
+

∂ψ f

∂ϕ

)

ϕ̇+
∂ψ f

∂∇ϕ
• ∇ϕ̇

]

dΩ ≥ 0 (A3) 

We also define the following dissipative forces: 

χ p =
∂ψe

∂εp , rp =
∂ψp

∂α (A4)  

χf =
∂ψe

∂ϕ
+

∂ψp

∂ϕ
, rf =

δψ f

δϕ
=

∂ψ f

∂ϕ
− ∇ •

∂ψ f

∂∇ϕ
(A5) 

With the additive decomposition of strain, χp = − σ. Considering a plastic threshold, Φp, an elastic domain for the material is defined as: 

Ep = {χ p, rp|Φp(χ p, rp) ≤ 0} (A6) 

And an intact domain with a fracture threshold, Φf , is defined as: 

Ef = {χf , rf |Φf (χf , rf ) ≤ 0} (A7) 

With the principle of maximum dissipation, we write the (local) dissipation potential as: 

D = sup
(χp ,rp)∈Ep ,(χf ,rf)∈Ef

[
−
(

χ p : ε̇p
+ rpα̇ +

(
χf + rf)ϕ̇

) ]
(A8) 

To simplify the notation, we will also define: 

χ = {χ p, rp, χf , rf} (A9) 

Which can be rewritten with Lagrange multipliers, λp and λf , as: 

D = sup
(χ ,λp≥0,λf≥0)

[
−
(

χ p : ε̇p
+ rpα̇ +

(
χf + rf)ϕ̇

)
− λpΦp(χ p, rp) − λf Φf (χf , rf )

]
(A10) 

Stationarity of the dissipation potential results in the following Euler equations: 

δχp D = − ε̇p
− λp∂Φp

∂χ p = 0 (A11)  

δrp D = − α̇ − λp∂Φp

∂rp = 0 (A12)  

δχf D = − ϕ̇ − λf ∂Φf

∂χf = 0 (A13) 
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δrf D = − ϕ̇ − λf ∂Φf

∂rf = 0 (A14) 

Along with the Karush-Kuhn-Tucker conditions: 

λp ≥ 0,Φp ≤ 0, λpΦp = 0 (A15)  

λf ≥ 0, Φf ≤ 0, λf Φf = 0 (A16) 

From equation (A12), λp can be written as: 

λp = −

(
∂Φp

∂rp

)− 1

α̇ (A17) 

With (A17) inserted into (A11), ε̇p can be written as: 

ε̇p
=

(

−
∂Φp

∂rp

)− 1

α̇∂Φp

∂χ p (A18) 

where α can now be identified as equivalent plastic strain. Insertion of (A18) into (A3) implies that the plastic threshold (or yield function) must be 
of the form: 

Φp = − χ p :
∂Φp

∂χ p

(

−
∂Φp

∂rp

)− 1

− rp (A19) 

where ∂Φp

∂χp can be identified as the (negative) flow direction of plastic deformation. Furthermore, it is now apparent that λp = α̇. Specifying to the 
von Mises yield function, (A19) can be written as: 

Φp =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− rp =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− σy(α) (A20) 

Meanwhile, (A13) and (A14) imply that: 

∂Φf

∂χf =
∂Φf

∂rf (A20) 

And thus, with (A3), the fracture yield function must be: 

Φf = − χf − rf (A21) 

With the prior relations established, we can now consider the variational principle of the elasto-plastic-fracture problem. The potential considered 
is: 

Π =

∫

Ω
(ψ̇ + D)dΩ −

∫

S
tu̇dS (A22) 

To simplify notation, we define: 

η = {u̇, α̇, ϕ̇} (A23) 

The evolution of the state variables can be determined from the variational principle discussed in [49]: 

{
η, χ , λp, λf} = Arg

{

inf
η

sup
χ ,λp≥0,λf≥0

(Π)

}

(A24) 

Which yields the Euler-Lagrange equations: 

∇ • σ = 0 (A25)  

Φp =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− rp ≤ 0 (A26)  

α̇ ≥ 0, α̇Φp = 0 27)  

Φf = −

(
∂ψe

∂ϕ
+

∂ψp

∂ϕ

)

−

(
∂ψ f

∂ϕ
− ∇ •

∂ψ f

∂∇ϕ

)

≤ 0 (A28)  

ϕ̇ ≥ 0, ϕ̇Φf = 0 (A29) 

Setting ψp = 0 with the specific constitutive choices in equations (8)-(11) eliminates (A26) and (A27) and yields model A, while the specific 
constitutive choices in equations (19)-(23) yield model B. Model D is recovered with ψp ∕= 0 and the constitutive choices in equations (48) – (55). 

Appendix B. . Variational framework for model C 

Here we present details on the variational structure of model C. The Helmholtz energy density is given as: 

ψ = ψ e(ε, γ)+ψγ(γ,ϕ)+ψ f (ϕ) (B1)  

ψγ(γ,ϕ) = gq(ϕ)ψcγ (B2) 
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ψ f (ϕ) = ψAT2(ϕ) (B3)  

where ψe is the elastic strain energy and ψγ is the damage energy. By inserting (B1) into (A1) we arrive at the expression: 
∫

Ω
−

[(
∂ψe

∂γ
+

∂ψγ

∂γ

)

γ̇ +
(

∂ψγ

∂ϕ
+

∂ψ f

∂ϕ

)

ϕ̇+
∂ψ f

∂∇ϕ
• ∇ϕ̇

]

dΩ ≥ 0 (B4) 

We also define the following dissipative forces: 

χγ =
∂ψe

∂γ
, rγ =

∂ψγ

∂γ
(B5)  

χf =
∂ψγ

∂ϕ
, rf =

δψ f

δϕ
=

∂ψ f

∂ϕ
− ∇ •

∂ψ f

∂∇ϕ
(B6) 

Considering a threshold for γ, Φγ, an elastic domain for the material is defined as: 

Eγ = {χγ, rγ : Φγ(χγ , rγ) ≤ 0} (B7) 

And an intact domain with a fracture threshold, Φf , is defined as: 

Ef = {χf , rf : Φf (χf , rf ) ≤ 0} (B8) 

With the principle of maximum dissipation, we write the (local) dissipation potential as: 

D = sup
(χγ ,rγ )∈Eγ ,(χf ,rf)∈Ef

[
−
(
(χγ + rγ)γ̇ +

(
χf + rf)ϕ̇

) ]
(B9) 

To simplify the notation, we will also define: 

χ = {χγ , rγ , χf , rf} (B10) 

Which can be rewritten with Lagrange multipliers, λγ and λf , as: 

D = sup
(χ,λγ≥0,λf≥0)

[
−
(
(χγ + rγ)γ̇ +

(
χf + rf)ϕ̇

)
− λγΦγ(χγ , rγ) − λf Φf (χf , rf )

]
(B11) 

Stationarity of the dissipation potential results in the following Euler-Lagrange equations: 

δχγ D = − γ̇ − λγ∂Φγ

∂χγ = 0 (B12)  

δrγ D = − γ̇ − λγ∂Φγ

∂rγ = 0 (B13)  

δχf D = − ϕ̇ − λf ∂Φf

∂χf = 0 (B14)  

δrf D = − ϕ̇ − λf ∂Φf

∂rf = 0 (B15) 

Along with the Karush-Kuhn-Tucker conditions: 

λγ ≥ 0,Φγ ≤ 0, λγΦγ = 0 (B16)  

λf ≥ 0,Φf ≤ 0, λf Φf = 0 (B17) 

(B12-B15) imply that: 

∂Φγ

∂χγ =
∂Φγ

∂rγ (B18)  

∂Φf

∂χf =
∂Φf

∂rf (B19) 

Therefore, with (B4), the damage yield function,Φγ, must be: 

Φγ = − χγ − rγ (B20) 

And the fracture yield function,Φf , must be: 

Φf = − χf − rf (B21) 

(B12-B15) then imply that λγ = γ̇ and λf = ϕ̇. The potential of the quasi-brittle fracture problem is determined given by: 

Π =

∫

Ω
(ψ̇ + D)dΩ −

∫

S
tu̇dS (B22) 

To simplify notation, we define: 

W. Huber and M. Asle Zaeem                                                                                                                                                                                                                



Theoretical and Applied Fracture Mechanics 133 (2024) 104500

16

η = {u̇, γ̇, ϕ̇} (B23) 

The evolution of the state variables can be determined from the variational principle: 

{
η, χ , λp, λs, λf} = Arg

{

inf
η

sup
χ ,λγ≥0,λf≥0

(Π)

}

(B24) 

Which yields the following Euler-Lagrange equations in Ω: 

∇ • σ = 0 25)  

Φγ = −
∂ψe

∂γ
−

∂ψγ

∂γ
≤ 0, γ̇ ≥ 0, γ̇Φγ = 0 (B26)  

Φf = −
∂ψγ

∂ϕ
−

∂ψ f

∂ϕ
− ∇ •

∂ψ f

∂∇ϕ
≤ 0, ϕ̇ ≥ 0, ϕ̇Φf = 0 (B27)  

Appendix C. . Variational framework for model E 

Here, we present details on the variational structure of model E. The Helmholtz energy density is given as: 

ψ = ψ e(ε, εp, εs)+ψp(α)+ψ s(s,ϕ) + ψ f (ϕ) (C1)  

ψ s(s,ϕ) = gq(ϕ)τcs (C2)  

ψ f (ϕ) = ψAT2(ϕ) (C3)  

ψe is the elastic strain energy, ψp is the plastic energy density, ψ s is the sliding energy density and ψ f is the crack energy density. By inserting (C1) into 
(A1) we arrive at the expression: 
∫

Ω
−

[
∂ψe

∂εp : ε̇p
+

∂ψe

∂εs : ε̇s
+

∂ψp

∂α α̇+
∂ψ s

∂s
ṡ+
(

∂ψ s

∂ϕ
+

∂ψ f

∂ϕ

)

ϕ̇+
∂ψ f

∂∇ϕ
• ∇ϕ̇

]

dΩ ≥ 0 (C4) 

We also define the following dissipative forces: 

χ p =
∂ψe

∂εp , rp =
∂ψp

∂α (C5)  

χ s =
∂ψe

∂εs , rs =
∂ψ s

∂s
(C6)  

χf =
∂ψ s

∂ϕ
, rf =

δψ f

δϕ
=

∂ψ f

∂ϕ
− ∇ •

∂ψ f

∂∇ϕ
(C7) 

With the additive decomposition of strain, χ p = χs = − σ. Considering a plastic threshold, Φp, an elastic domain for the material is defined as: 

Ep = {χ p, rp : Φp(χp, rp) ≤ 0} (C8) 

Meanwhile, a sliding threshold, Φs, is defined as: 

Es = {χ s, rs : Φs(χs, rs) ≤ 0} (C9) 

And an intact domain with a fracture threshold, Φf , is defined as: 

Ef = {χf , rf : Φf (χf , rf ) ≤ 0} (C10) 

With the principle of maximum dissipation, we write the (local) dissipation potential as: 

D = sup
(χp ,rp)∈Ep ,(χ s ,rs)∈Es ,(χf ,rf)∈Ef

[
−
(

χ p : ε̇p
+ rpα̇ + χ s : ε̇s

+ rsṡ +
(
χf + rf)ϕ̇

) ]
(C11) 

To simplify the notation, we will define: 

χ = {χ p, rp, χ s, rs, χf , rf} (C12) 

D can be rewritten with Lagrange multipliers, λp, λs and λf , as: 

D = sup
(χ ,λp≥0,λs≥0,λf≥0)

[
−
(

χ p : ε̇p
+ rpα̇ + χ s : ε̇s

+ rsṡ +
(
χf + rf)ϕ̇

)
− λpΦp(χ p, rp)− λsΦs(χ s, rs) − λf Φf (χf , rf )

]
(C13) 

Stationarity of the dissipation potential results in the following Euler-Lagrange equations: 

δχp D = − ε̇p
− λp∂Φp

∂χ p = 0 (C14)  
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δrp D = − α̇ − λp∂Φp

∂rp = 0 (C15)  

δχ s D = − ε̇s
− λs∂Φs

∂χ s = 0 (C16)  

δrs D = − ṡ − λs∂Φs

∂rs = 0 (C17)  

δχf D = − ϕ̇ − λf ∂Φf

∂χf = 0 (C18)  

δrf D = − ϕ̇ − λf ∂Φf

∂rf = 0 (C19) 

Along with the Karush-Kuhn-Tucker conditions: 

λp ≥ 0,Φp ≤ 0, λpΦp = 0 (C20)  

λs ≥ 0,Φs ≤ 0, λsΦs = 0 (C21)  

λf ≥ 0,Φf ≤ 0, λf Φf = 0 (C22) 

From equation (C15), λp can be written as: 

λp = −

(
∂Φp

∂rp

)− 1

α̇ (C23) 

And λs can similarly be written as: 

λs = −

(
∂Φs

∂rs

)− 1

ṡ (C24) 

With (C23) inserted into (C14), ε̇p can be written as: 

ε̇p
=

(

−
∂Φp

∂rp

)− 1

α̇∂Φp

∂χp (C25)  

where α can now be identified as equivalent plastic strain. Insertion of (C25) into (C4) implies that the plastic threshold (or yield function) must be of 
the form: 

Φp = − χp :
∂Φp

∂χp

(

−
∂Φp

∂rp

)− 1

− rp (C26)  

where ∂Φp

∂χp can be identified as the (negative) flow direction of plastic deformation. Following a similar procedure, the sliding threshold is: 

Φs = − χs :
∂Φs

∂χs

(

−
∂Φs

∂rs

)− 1

− rs (C27) 

The lagrange multipliers λp and λs can now be interpreted as: 

λp = α̇ (C28)  

λs = ṡ (C29) 

Specifying to the von Mises yield function for both plasticity and sliding, (C26) can be written as: 

Φp =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− rp (C30) 

And (C27) can be written as: 

Φs =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− rs (C31) 

Meanwhile, (C18) and (C19) imply that: 

∂Φf

∂χf =
∂Φf

∂rf (C32) 

And thus, with (C4), the fracture yield function must be: 

Φf = − χf − rf (C33) 

(C18) and (C19) then imply that λf = ϕ̇. With the prior relations established, we can now consider the variational principle of the elasto-plastic- 
fracture problem. Furthermore, to simplify notation, we define: 

η = {u̇, α̇, ṡ, ϕ̇} (C34) 
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The potential considered is given by: 

Π =

∫

Ω
(ψ̇ + D)dΩ −

∫

S
tu̇dS (C35) 

The evolution of the state variables can be determined from the variational principle discussed in [49]: 

{
η, χ, λp, λs, λf} = Arg

{

inf
η

sup
χ ,λp≥0,λs≥0,λf≥0

(Π)

}

(C36) 

Which yields the following (non-trivial) Euler-Lagrange equations in Ω: 

∇ • σ = 0 (C37)  

Φp =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− rp ≤ 0, α̇ ≥ 0, α̇Φp = 0 (C38)  

Φs =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3J2(σ)

√
− rs ≤ 0, ṡ ≥ 0, ṡΦs = 0 (C39)  

Φf = −

(
∂ψe

∂ϕ
+

∂ψp

∂ϕ

)

−

(
∂ψ f

∂ϕ
− ∇ •

∂ψ f

∂∇ϕ

)

≤ 0, ϕ̇ ≥ 0, ϕ̇Φf = 0 (C40)  
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